Over the past year, the Texas Analog Center of Excellence (TxACE) has made much progress. TxACE located at the University of Texas is the largest analog research center based in an academic institution. It is also the first to be a global center. Analog and Mixed Signal integrated circuits engineering is both a major opportunity and a major challenge. It is an opportunity because of the increasing importance of analog integrated circuits in electronic systems and the emergence of new applications. It is a challenge because of the inherent difficulty of the art, which also makes it an opportunity. The creation of advanced wireless technology and sophisticated sensing and imaging devices depends on the availability of engineering talent for analog research and development. TxACE was established to help translate these opportunities into economic benefits by overcoming the challenge and meeting the need. Support for TxACE has been provided through a collaboration of the state of Texas, Texas Instruments, the Semiconductor Research Corporation, the University of Texas System, and the University of Texas at Dallas. Figure 1 shows the location of member institutions including three international members.

The research program is beginning to yield results and the center is starting to establish itself as a focal point of academic analog research in the world. The research tasks are organized into four research thrust areas: Healthcare, Safety and Security, Energy Efficiency and Fundamental Analog. The scope of investigation extends from circuits operating at dc through terahertz, data converters that sample at 10’s of mega-samples/sec to 10’s of giga-samples/sec, ac-to-dc and dc-to-dc converters working at μW to Watts, energy harvesting circuits, protein and DNA sensors and many more. Significant improvement on existing mixed signal systems and exciting new applications based on this circuit research are anticipated. Graduate students who have been exposed to “hands on” innovative research are forming the leading edge of a flow of analog talent into industry. Close collaboration with and responsiveness to industry needs provide focus to the educational experience.
OUR MISSION

The Texas Analog Center of Excellence seeks to create fundamental analog, mixed signal and RF design innovations in integrated circuits and systems that improve energy efficiency, health care, and public safety and security.

OUR RESEARCH THRUSTS
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Figure 1: Member institutions of Texas Analog Center of Excellence
As we end the third year, the infrastructure and research accomplishments of The Texas Analog Center of Excellence (TxACE) have become consistent with our objective to lead analog research and education that can create new economic opportunities by improving analog and mixed signal technology, education, research and manufacturing.

TxACE is the largest center based in an academic institution for analog research in the world on the basis of funding and the number of principal investigators (67 principle investigators from 31 academic institutions). A majority of the leading analog researchers in the United States are participating in the center. Seven universities (Rice, SMU, Texas A&M, Texas Tech, UNT, UT- Austin, UT-Dallas) are from the state of Texas. Of the twenty four from outside of Texas, three are international.

Over the last year, the center supported 94 graduate students (60 from Texas universities and 34 from outside of Texas), and 14 PhD and 7 MS degrees were awarded to TxACE students.

TxACE laboratories and design facilities are fully functional, and nearly fully equipped. They form probably the best laboratory for electronics circuits research. The TxACE high frequency circuit characterization tools are helping to lower a critical barrier for advancing millimeter and sub-millimeter integrated circuit technology. These capabilities are a global asset.

Last year, the TxACE researchers have published 24 journal papers and 68 conference papers. They have also made 5 invention disclosures and filed 2 patents.

TxACE has more importantly started to demonstrate its quality of research and to make impact. An invention of TxACE researchers has been licensed. At the 2011 VLSI Symposium on Circuits, 20-25% of all analog papers were authored by TxACE affiliated researchers. Numerous papers authored by TxACE researchers have made into the IEEE list of most downloaded.

There are still much to improve. In particular, the efforts to improve fabrication access have not yet yielded significant results. In the upcoming year, the center with the support of SRC will initiate a program for chip aggregation to lower cost.

All these are due to the hard work of TxACE principal investigators and students as well as the generous support of the state of Texas, the University of Texas, Dallas, the University of Texas System, Texas Instruments Inc., and Semiconductor Research Corporation. I thank the TxACE team, and I am looking forward to a new year with greater research accomplishments and impact.

Kenneth K. O, Director, TxACE, Texas Instruments Distinguished Chair, UT Dallas
BACKGROUND & VISION

For the past 20 years semiconductor electronics was driven by digital logic. This led to the digital revolution that we are all familiar with; impacting things from computational power to high definition digital television. For the next 20 years, analog and mixed signal semiconductor technology is expected to drive progress as electronics continues to bridge the gap between the analog real world and the digital information infrastructure. High performance analog technology is a unique segment of the semiconductor electronics business. It requires special skills in both design and process that reside predominantly in the United States.

To lead this change, in particular to lead analog technology education, research, commercialization, manufacturing, and job creation, the Texas Analog Center of Excellence was formally announced by Texas Governor Rick Perry in October 2008 as a $16M collaboration of the Semiconductor Research Corporation, the state of Texas through its Texas Emerging Technology Fund, Texas Instruments, Inc., the University of Texas system and the University of Texas at Dallas (see Figure 2). The center seeks to accomplish these objectives by creating fundamental analog, mixed signal and RF design innovations in integrated circuits and systems that improve energy efficiency, healthcare, and public safety and security.

CENTER ORGANIZATION

The Texas Analog Center of Excellence is guided by agreements established with the Center sponsors. The Industrial Advisory Boards identifies the research needs and select research tasks in consultation with the center leadership. Figure 2 diagrams the relationship of TxACE to the members of the sponsoring collaboration.

Figure 2: TxACE organization relative to the sponsoring collaboration
The internal organization of the Center is structured to flexibly perform the research mission while not detracting from the educational missions of the University. Figure 3 identifies the elements of the organization. The TxACE Director is Professor Kenneth K. O. The center research is arranged into four thrusts that comply with the mission of the Center: Safety and Security, Health Care, Energy Efficiency and Fundamental Analog Research. The last thrust consists of vital research that cuts across more than one of the first three research thrusts. The thrust leaders are Prof. Brian A. Floyd of North Carolina State University for the safety and security thrust, Prof. R. Harjani of the University of Minnesota for the health care, Prof. D. Ma of the University of Texas, Dallas for the energy efficiency thrust, and Prof. D. Allstot of the University of Washington for fundamental analog research. The thrust leaders and Prof. Y. Chiu of the University of Texas, Dallas form the executive committee. The committee along with the director form the leadership team which works to improve the research productivity of center by increasing collaboration, better leveraging the diverse capabilities of principle investigators of the center, and lowering research barriers. The leadership team also identifies new research opportunities for consideration by the Industrial Advisory Boards.

Figure 3: TxACE organization for management of research
PUBLIC SAFETY AND SECURITY

(Thrust leader: Brian Floyd, NC State University)

TxACE has awarded nearly $3 million to researchers to develop analog technology that enhances public safety and security. The projects are intended to: 1) Enable a new generation of devices that can scan for harmful substances by researching 200-300-GHz silicon ICs for use in spectrometers and 2) Significantly reduce the cost of on-vehicle radar technology to improve automotive safety by researching circuit techniques that can improve manufacturing and lower test and packaging costs.

Figure 4: Millimeter wave radar to improve automobile safety and rotational spectrum around 300 GHz. 560-GHz signal generation circuit in 45-nm CMOS (O, UT, Dallas).

HEALTH CARE

(Thrust leader: Ramesh Harjani, University of Minnesota)

Analog and RF integrated circuit technology is the essential interface enabling the power, speed and miniaturization of modern digital microelectronics to be brought to bear on an array of medical issues, including medical imaging, patient monitoring, laboratory analyses, bio-sensing and new therapeutic devices. TxACE is working to identify and support analog circuit research challenges that have the potential to enable important health-related applications.
ENERGY EFFICIENCY

Figure 5: Digital pre-distortion technique is used to reduce the harmonic distortions by 20dB in a single-ended linear amplifier for ultrasound imaging (Gui, SMU). (Left), SPICE simulated response of silicon nanowire micro-fluidic biosensor to variation in pH (Vogel, Ga Tech) (Right).

Figure 6: Photo voltaic for powering implanted devices, which is compatible to MRI unlike coil based devices (Hassibi, UT, Austin) (Left), Fast transient switching DC-DC converter for dynamic voltage scaling. 400 mA load transient, recovery times of 8 and 14 mS are achieved with 35 and 52 mV undershoot and overshoot voltages (Ma, UT, Dallas) (Right).

(Thrust leader: Dongsheng Brian Ma, UT Dallas)

TxACE is committed to alleviate the global energy problem by improving the energy efficiency of electronic systems as well as by developing analog technologies that can make energy generation more efficient. The Center is also working to energize and power long-lasting in-situ microscale devices such as wireless microsensors, biomedical implants, and portable microelectronics.
Research in this thrust focuses on cross-cutting areas in Analog Circuits which impact all of the TxACE application areas (Energy Efficiency, Health Care, Public Safety and Security).

Fundamental analog circuits’ research is crucial for the design of analog-to-digital converters and communication links, the development of CAD tools, and testing of high speed circuits.

**TXACE ANALOG RESEARCH FACILITY**

The University of Texas at Dallas (UTD) has renovated a ~7500 ft² area on the 3rd floor of the Engineering and Computer Science North building to form an enhanced centralized group of laboratories dedicated to analog engineering research and research training. (Appendix I) The facility includes RF and THz, Integrated System Design, Embedded Signal Processing, and Analog & Mixed Signal laboratories as well as CAD/Design laboratory structured to promote collaborative research. The unique instrumentation capability includes network analysis and linearity measurements up to 325 GHz, spectrum analysis up to 20 THz, and cryo-measurements down to 2°K. The close proximity of researchers in an open layout enables natural interaction and compels sharing of knowledge and instrumentation among the students and faculty. The TxACE analog research facility is one of the best equipped university based electronics laboratories in the state, and the RF and THz laboratory is one of the best in the world. The laboratory is available for use by TxACE researchers all over the world.
The Texas Analog Center is the largest university analog technology center in the world on the basis of funding and the number of principal investigators. Table 1 lists the names of the 67 principal investigators from 31 academic institutions with directed research tasks funded by TxACE. Seven schools (Rice, SMU, Texas A&M, Texas Tech, UNT, UT- Austin, UT-Dallas) are from the state of Texas. Nineteen are from outside of Texas. Three (Seoul National University, Korea, Cambridge University, Great Britain, Nui Maynooth, Ireland) are from outside of the US. Of the 67 investigators, 30 are from Texas. During the past year the center supported 80 PhD and 10 MS students, and 14 PhD and 7 MS degrees were awarded to TxACE students.

<table>
<thead>
<tr>
<th>Investigator</th>
<th>Institution</th>
<th>Investigator</th>
<th>Institution</th>
<th>Investigator</th>
<th>Institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>David Allstot</td>
<td>U Washington</td>
<td>Arjang Hassibi</td>
<td>UT-Austin</td>
<td>Un-Ku Moon</td>
<td>Oregon State U</td>
</tr>
<tr>
<td>E. Alon</td>
<td>U Cal, Berkeley</td>
<td>Mona Hella</td>
<td>RPI</td>
<td>Boris Murmann</td>
<td>Stanford U</td>
</tr>
<tr>
<td>A. Apsel</td>
<td>Cornell</td>
<td>Rashaunda Henderson</td>
<td>UT-Dallas</td>
<td>Mukhopadhyay</td>
<td>Georgia Tech.</td>
</tr>
<tr>
<td>Berton Bakkaloglu</td>
<td>Arizona State</td>
<td>Sebastian Hoyos</td>
<td>Texas A&amp;M U</td>
<td>Won Namgoong</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Poras Balsara</td>
<td>UT-Dallas</td>
<td>Roozbeh Jafari</td>
<td>UT-Dallas</td>
<td>Ken O</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Bhaskar Banerjee</td>
<td>UT-Dallas</td>
<td>Aydin Ilker</td>
<td>Texas A&amp;M U</td>
<td>Vojin Oklobdzija</td>
<td>NM State U.</td>
</tr>
<tr>
<td>Leonidas Biers</td>
<td>UT-Dallas</td>
<td>Sayfe KiaeI</td>
<td>Arizona State</td>
<td>Sule Ozev</td>
<td>Arizona State</td>
</tr>
<tr>
<td>Andrew Blanchard</td>
<td>UT-Dallas</td>
<td>Chris Kim</td>
<td>U Minnesota</td>
<td>Sam Palermo</td>
<td>Texas A&amp;M U</td>
</tr>
<tr>
<td>Shawn Blanton</td>
<td>Carnegie Mellon</td>
<td>Peter Kinget</td>
<td>Columbia U</td>
<td>John Ringwood</td>
<td>National U of Ireland</td>
</tr>
<tr>
<td>Joe Brewer</td>
<td>U Florida</td>
<td>Elias Kougianos</td>
<td>U North Texas</td>
<td>Elyse Rosenbaum</td>
<td>U Ill-Urbana-Champaign</td>
</tr>
<tr>
<td>Abhijit Chatterjee</td>
<td>Georgia Tech</td>
<td>Farinaz Koushanfar</td>
<td>Rice University</td>
<td>Jaijeet Roychowdhury</td>
<td>U Cal-Berkeley</td>
</tr>
<tr>
<td>Degang Chen</td>
<td>Iowa State U</td>
<td>Hoi Lee</td>
<td>UT-Dallas</td>
<td>M. Saquib</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Frank De Lucia</td>
<td>Ohio State U</td>
<td>Changzhi Li</td>
<td>Texas Tech U</td>
<td>Naresh Shanbhag</td>
<td>U Ill-Urbana-Champaign</td>
</tr>
<tr>
<td>Jia Di</td>
<td>U Arkansas, Fayet.</td>
<td>Donald Lie</td>
<td>Texas Tech U</td>
<td>Michael Shur</td>
<td>RPI</td>
</tr>
<tr>
<td>Kamran Entesar</td>
<td>TAMU</td>
<td>Peng Li</td>
<td>Texas A&amp;M U</td>
<td>Jose Silva-Martinez</td>
<td>Texas A&amp;M U</td>
</tr>
<tr>
<td>Brian L. Evans</td>
<td>UT-Austin</td>
<td>Xin Li</td>
<td>Carnegie Mellon</td>
<td>V. Stojanovic</td>
<td>MIT</td>
</tr>
<tr>
<td>Brian Floyd</td>
<td>NC State U</td>
<td>Jin Liu</td>
<td>UT-Dallas</td>
<td>Murat Torlak</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Randy Geiger</td>
<td>Iowa State U</td>
<td>Dongsheng Ma</td>
<td>U Arizona</td>
<td>Eric Vogel</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Ranjit Gharpurey</td>
<td>UT- Austin</td>
<td>H.A. Mantooth</td>
<td>U Arkansas</td>
<td>Xi-Cheng Zhang</td>
<td>RPI</td>
</tr>
<tr>
<td>Ping Gui</td>
<td>Southern Methodist</td>
<td>Yiorgos Makris</td>
<td>UT-Dallas</td>
<td>Dian Zhou</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>Pavan K. Hanumolu</td>
<td>Oregon State U</td>
<td>Richard McMahon</td>
<td>Cambridge U</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ramesh Harjani</td>
<td>U Minnesota</td>
<td>Saraju Mohanty</td>
<td>U North TX</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Principal and Co-Principal Investigators of TxACE during reporting period
The 70 research projects funded through TxACE during 2010-2011 are listed in Table 2 below by Semiconductor Research Corporation task identification number.

<table>
<thead>
<tr>
<th>#</th>
<th>Task</th>
<th>Thrust</th>
<th>Task Title</th>
<th>PI</th>
<th>Institution</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1836.003</td>
<td>FA</td>
<td>Temperature Compensated, High Common Mode Range, Cu-Trace Based Current Shunt Monitors</td>
<td>Bakkaloglu, Bertan</td>
<td>Arizona St</td>
</tr>
<tr>
<td>2</td>
<td>1836.004</td>
<td>FA</td>
<td>Robust Design of Low Power Small Area Data Converters in Low Voltage Digital Processes</td>
<td>Geiger, Randall</td>
<td>Iowa St</td>
</tr>
<tr>
<td>3</td>
<td>1836.006</td>
<td>FA</td>
<td>Multi-Core and Distributed Parallel Simulation for Design and Verification of Custom Digital and Analog ICs</td>
<td>Li, Peng</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>4</td>
<td>1836.008</td>
<td>S&amp;S</td>
<td>Digital Assisted Millimeter-Wave CMOS Circuits</td>
<td>Q, Kenneth</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>5</td>
<td>1836.013</td>
<td>FA</td>
<td>Wideband Receiver Architectures in Digital Deep Submicron CMOS</td>
<td>Hoyos, Sebastian</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>6</td>
<td>1836.017</td>
<td>EE</td>
<td>Performance-Oriented DVS-Compatible Single-Inductor Multiple-Output Power Converters</td>
<td>Ma, Brian</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>7</td>
<td>1836.018</td>
<td>EE</td>
<td>Transistor Sizing and Voltage Scaling for Minimal Energy at Fixed Performance</td>
<td>Oklobdzija, Vojins</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>8</td>
<td>1836.019</td>
<td>FA</td>
<td>Digitally-Enhanced Energy-Efficient High-Speed I/O Links</td>
<td>Shanbhag, Naresh</td>
<td>U of Illinois Urbana-Champaign</td>
</tr>
<tr>
<td>9</td>
<td>1836.020</td>
<td>FA</td>
<td>Low-Complexity High-Performance Analog-to-Digital Converters in Submicron CMOS</td>
<td>Moon, Un-Ku</td>
<td>Oregon St</td>
</tr>
<tr>
<td>11</td>
<td>1836.022</td>
<td>FA</td>
<td>High-Speed MIMO Signaling Techniques for Single-Ended Parallel I/O</td>
<td>Harjani, Ramesh</td>
<td>U of Minnesota</td>
</tr>
<tr>
<td>12</td>
<td>1836.028</td>
<td>FA</td>
<td>Tools and Algorithms for Behavioral Model Generation of Analog/Mixed-Signal Circuits</td>
<td>Mantooth, Homer Alan</td>
<td>Arkansas</td>
</tr>
<tr>
<td>13</td>
<td>1836.030</td>
<td>FA</td>
<td>Fast PVT-Tolerant Physical Design of RF IC Components</td>
<td>Mohanty, Saraju</td>
<td>U North Texas</td>
</tr>
<tr>
<td>14</td>
<td>1836.031</td>
<td>FA</td>
<td>Variation Tolerant Analog Design based on Generalized Kharitonov/Lyapunov Theory</td>
<td>Zhou, Dian</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>15</td>
<td>1836.032</td>
<td>S&amp;S</td>
<td>Millimeter Wave Phase-Locked Loop Design with Enhanced Tolerance to Process and Temperature Variation</td>
<td>Gharpurey, Ranjit</td>
<td>UT-Austin</td>
</tr>
<tr>
<td>16</td>
<td>1836.033</td>
<td>S&amp;S</td>
<td>MIMO Radar for Pixel Reduction in mm-Wave Imaging</td>
<td>Saqib, Mohammad</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>17</td>
<td>1836.034</td>
<td>S&amp;S</td>
<td>77-81 GHz CMOS Transceiver with Built-In Self Test and Healing</td>
<td>Banerjee, Bhaskar</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>18</td>
<td>1836.035</td>
<td>S&amp;S</td>
<td>Development of CMOS Sub-Terahertz Receivers for Spectrometers</td>
<td>Banerjee, Bhaskar</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>19</td>
<td>1836.036</td>
<td>S&amp;S</td>
<td>Signal Generation for 200-300 GHz Spectrometer</td>
<td>Q, Kenneth</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>20</td>
<td>1836.037</td>
<td>S&amp;S</td>
<td>Development of Antenna and Chip Interface Systems for Millimeter Wave and Sub-Millimeter Wave Applications</td>
<td>Henderson, Rashaunda</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>21</td>
<td>1836.038</td>
<td>FA</td>
<td>A Hybrid 14-bit Analog-to-Digital Converter for Broadband Applications</td>
<td>Silva-Martinez, Jose</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>22</td>
<td>1836.039</td>
<td>S&amp;S</td>
<td>UxIDs: Unclonable Mixed-Signal Integrated Circuits Identification</td>
<td>Koushanfar, Farinaz</td>
<td>Rice University</td>
</tr>
<tr>
<td>23</td>
<td>1836.040</td>
<td>FA</td>
<td>Energy-Efficient CMOS 10GS/s 6-bit ADC with Embedded Equalization</td>
<td>Palermo, Sam</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>#</td>
<td>Task</td>
<td>Thrust</td>
<td>Task Title</td>
<td>PI</td>
<td>Institution</td>
</tr>
<tr>
<td>-----</td>
<td>------</td>
<td>--------</td>
<td>-----------------------------------------------------------------------------</td>
<td>---------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>24</td>
<td></td>
<td>EE</td>
<td>A High-Efficiency Single-Inductor Multiple-Input Multiple-Output Integrated DC/DC Converter for Energy-Harvesting Applications</td>
<td>Lee, Hoi</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>25</td>
<td></td>
<td>HC</td>
<td>Adaptive Data Prediction Based Receiver for Power-Efficient High-Resolution Ultrasound Imaging Systems</td>
<td>Ma, Brian</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>26</td>
<td></td>
<td>HC</td>
<td>High-Voltage Amplifier Technology</td>
<td>Gui, Ping</td>
<td>Southern Methodist</td>
</tr>
<tr>
<td>27</td>
<td></td>
<td>FA</td>
<td>Statistical Models and Methods for Design and Test of Non-Digital Components</td>
<td>Li, Xin</td>
<td>Carnegie Mellon</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>S&amp;S</td>
<td>Frequency Channelized ADC for Wide Bandwidth Systems</td>
<td>Namgoong, Won</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>29</td>
<td></td>
<td>FA</td>
<td>Reconfigurable Antenna Interface for Low-Power Wireless Sensor Nodes</td>
<td>Allstot, David</td>
<td>U of Washington</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td>S&amp;S</td>
<td>Integration of Millimeter Wave Antennas Using System in Package Techniques</td>
<td>Henderson, Rashaunda</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>31</td>
<td></td>
<td>S&amp;S</td>
<td>Millimeter and Submillimeter Gas Sensors: System Architectures for CMOS Devices</td>
<td>De Lucia, Frank</td>
<td>Ohio State</td>
</tr>
<tr>
<td>32</td>
<td></td>
<td>HC</td>
<td>An Ultra-low Power Signal Processing with Smart Analog-enabled Pre-Conditioning Stage for Inertial Sensing Applications</td>
<td>Jafari, R. &amp; Namgoong, W.</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>33</td>
<td></td>
<td>EE</td>
<td>High-Efficiency Highly-Integrated LED Driver Systems for Solid-State Lighting Applications</td>
<td>Lee, Hoi &amp; Zhou, Dian</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>S&amp;S</td>
<td>Silicon Based Beamforming Arrays for Millimeter Wave Systems</td>
<td>Torlak, Murat</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>35</td>
<td></td>
<td>HC</td>
<td>SPICE Models and Analog Circuits for Nanoscale Silicon Chemical- and Biological-Sensors</td>
<td>Vogel, Eric</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>FA</td>
<td>High Accuracy All-CMOS Temperature Sensor with Low-Voltage Low-Power Subthreshold MOSFETs Front-End and Performance-Enhancement Techniques</td>
<td>Li, Changzhi</td>
<td>Texas Tech University</td>
</tr>
<tr>
<td>37</td>
<td></td>
<td>FA</td>
<td>Hierarchical Model Checking for practical Analog/Mixed-Signal Design Verification</td>
<td>Li, Peng</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>FA</td>
<td>Power-Efficient 10-20GS/s ADCs for High-Speed Communications</td>
<td>Liu, Jin</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>39</td>
<td></td>
<td>FA</td>
<td>Design Techniques for Scalable, Sub-1mW/Gbps Serial I/O Transceivers</td>
<td>Palermo, Sam</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>HC</td>
<td>Analog Computing in Human Cells</td>
<td>Bleris, Leonidas</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>41</td>
<td></td>
<td>EE</td>
<td>System-Level Models and Design of Power Delivery networks with On-Chip Voltage Regulators</td>
<td>Li, Peng</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>EE</td>
<td>Power line Communications for Enabling Smart Grid Applications</td>
<td>Evans, Brian</td>
<td>UT-Austin</td>
</tr>
<tr>
<td>43</td>
<td></td>
<td>HC</td>
<td>Ultra-Low-Power Analog Front-End IC Design for Implantable Cardioverter Defibrillator</td>
<td>Lie, Donald</td>
<td>Texas Tech University</td>
</tr>
<tr>
<td>44</td>
<td></td>
<td>FA</td>
<td>Energy Efficient Comparator Elements for A/D Converters and High-Speed I/Os</td>
<td>V. Stajanovic</td>
<td>MIT</td>
</tr>
<tr>
<td>45</td>
<td></td>
<td>HC</td>
<td>A Fully-Integrated CMOS Platform for Microwave-Based Label-Free DNA Sensing</td>
<td>Entesari, Kamran</td>
<td>Texas A&amp;M University</td>
</tr>
<tr>
<td>46</td>
<td></td>
<td>S&amp;S</td>
<td>Characterization of CMOS Basic Building Blocks for Sub-THz Wideband Transmitters</td>
<td>Hella, Mona</td>
<td>Rensselaer Polytechnic</td>
</tr>
<tr>
<td>47</td>
<td></td>
<td>FA</td>
<td>Global Convergence Analysis of Mixed-Signal Systems</td>
<td>Kim, Jaeha</td>
<td>Seoul National University</td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>EE</td>
<td>Electronic Systems for Small-Scale Wind Turbines</td>
<td>McMahon, Richard</td>
<td>Cambridge University</td>
</tr>
<tr>
<td>#</td>
<td>Task</td>
<td>Thrust</td>
<td>Task Title</td>
<td>PI</td>
<td>Institution</td>
</tr>
<tr>
<td>----</td>
<td>------</td>
<td>--------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------------------</td>
<td>------------------------------</td>
</tr>
<tr>
<td>49</td>
<td>1836.070</td>
<td>EE</td>
<td>Optimum Control of Power converters</td>
<td>Ringwood, John</td>
<td>National U of Ireland Naymooth</td>
</tr>
<tr>
<td>50</td>
<td>1836.071</td>
<td>EE</td>
<td>Design of Photovoltaic (PV) Power Harvesting CMOS ICs</td>
<td>Hassibi, Arjang</td>
<td>UT-Austin</td>
</tr>
<tr>
<td>51</td>
<td>1836.072</td>
<td>FA</td>
<td>Low Cost Test of High Speed Signals</td>
<td>Chatterjee, Abhijit</td>
<td>GA Tech</td>
</tr>
<tr>
<td>52</td>
<td>1836.073</td>
<td>FA</td>
<td>Coverage and Test Methodology</td>
<td>Makris, Yiorgos</td>
<td>UT-Dallas</td>
</tr>
<tr>
<td>53</td>
<td>1836.074</td>
<td>S&amp;S</td>
<td>Sub-45nm Circuits for True Random Number Generation and Chip Identification</td>
<td>Burleson</td>
<td>U Mass</td>
</tr>
<tr>
<td>54</td>
<td>1836.075</td>
<td>FA</td>
<td>Design of 3D Integrated Heterogeneous Systems</td>
<td>Mukhopadhyay</td>
<td>GA Tech</td>
</tr>
<tr>
<td>55</td>
<td>1836.076</td>
<td>EE</td>
<td>Ultra-Low Power Delay-Insensitive Asynchronous Circuits</td>
<td>Di</td>
<td>U Arkansas/Fayet</td>
</tr>
<tr>
<td>56</td>
<td>1836.077</td>
<td>FA</td>
<td>Statistical Characterization of Circuit Aging</td>
<td>Chris Kim</td>
<td>U Minnesota</td>
</tr>
<tr>
<td>57</td>
<td>1836.078</td>
<td>FA</td>
<td>High-Resolution, Charge-Based A/D Converters for Nano-CMOS Technologies</td>
<td>Boris Murmann</td>
<td>Stanford</td>
</tr>
<tr>
<td>58</td>
<td>1836.079</td>
<td>S&amp;S</td>
<td>CMOS THz Generation and Detection</td>
<td>Mona Hella</td>
<td>RPI</td>
</tr>
<tr>
<td>59</td>
<td>1836.080</td>
<td>FA</td>
<td>Variation-Tolerant Noise-Shaping ADCs With Embedded Digital Bias and V(DD) Scalable from 0.5V to 1.2V for Nanoscale CMOS</td>
<td>Peter Kinget</td>
<td>Columbia</td>
</tr>
<tr>
<td>60</td>
<td>1836.081</td>
<td>EE</td>
<td>Combined Inductive/Capacitive DC-DC Converter for Efficient Dynamic Voltage Scaling</td>
<td>Ramesh Harjani</td>
<td>U Minnesota</td>
</tr>
<tr>
<td>61</td>
<td>1836.082</td>
<td>S&amp;S</td>
<td>Low-Cost Energy-Efficient 60GHz Transceivers with Built-In Test (BIST)</td>
<td>E. Alon</td>
<td>U Cal-Berkeley</td>
</tr>
<tr>
<td>62</td>
<td>1836.083</td>
<td>S&amp;S</td>
<td>Built-In Test for Millimeter-Wave Phased Arrays</td>
<td>Brian Floyd</td>
<td>NCSU</td>
</tr>
<tr>
<td>63</td>
<td>1836.084</td>
<td>FA</td>
<td>Analog, Mixed-Signal and RF/High Speed Test</td>
<td>Sule Ozev</td>
<td>Ariz. SU</td>
</tr>
<tr>
<td>64</td>
<td>1836.085</td>
<td>FA</td>
<td>CMOS Switched-Capacitor Power Amplifier Techniques</td>
<td>David Allstot</td>
<td>U Washington</td>
</tr>
<tr>
<td>65</td>
<td>1836.086</td>
<td>FA</td>
<td>Variation Tolerant Calibration Circuits for High Performance I/O</td>
<td>A. Apsel</td>
<td>Cornell</td>
</tr>
<tr>
<td>66</td>
<td>1836.087</td>
<td>FA</td>
<td>An Anyrate Reference-less Digital Clock-Data-Recover (CDR) with Decoupled Jitter Transfer and Jitter Tolerance Bandwidths</td>
<td>Ping Gui</td>
<td>SMU</td>
</tr>
<tr>
<td>67</td>
<td>1836.088</td>
<td>EE</td>
<td>Efficient Digital-Intensive Wireless Transmitters Utilizing Switching Mode PAs</td>
<td>Ranjit Gharpurey</td>
<td>UT- Austin</td>
</tr>
<tr>
<td>68</td>
<td>1836.089</td>
<td>EE</td>
<td>Energy Efficient Comparator Elements for A/D Converters and High-Speed I/Os</td>
<td>Vojin Oklobdjiza</td>
<td>NM SU</td>
</tr>
<tr>
<td>69</td>
<td>1836.090</td>
<td>EE</td>
<td>Digitally-Enhanced Clocking Strategies to Improve Energy-Efficiency of Serial Links</td>
<td>Pavan Hanumolu</td>
<td>Oregon SU</td>
</tr>
<tr>
<td>70</td>
<td>1836.091</td>
<td>FA</td>
<td>High-Data Rate Low-Cost Dielectric Waveguide Interconnects on Flexible Plastic Substrates</td>
<td>Deji Akinwande</td>
<td>UT-Austin</td>
</tr>
</tbody>
</table>

**ACCOMPLISHMENTS**

TxACE has made significant research progress. Table 3 lists the major research accomplishments for the center during September 1st of 2010 to August 31st of 2011, while Table 5 summarizes the number of publications and inventions resulting from TxACE research during the period. The TxACE researchers have published 68 conference papers and 24 journal papers. They have also made 5 invention disclosures and filed 2 patents. The list of publications are included as Appendix II. Following the tabulation, brief summaries of each project are provided.
<table>
<thead>
<tr>
<th>Category</th>
<th>Accomplishment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuits (Health Care)</td>
<td>Constructed recombinant proteins that can transduce endogenous information outside of a cell. These recombinant proteins “carry” tags that can be identified from a BioFET. (1836.061, PI: L. Bleris, University of Texas at Dallas)</td>
</tr>
<tr>
<td>Circuits (Health Care)</td>
<td>A granular decision making approach has been proposed. It reduces the microcontroller (MCU) active cycle to 25.2% resulting in 78.2% reduction in power consumption. This configuration could maintain 99.0% sensitivity on the test data. (1836.052, PI: R. Jafari &amp; W. Namgoong, University of Texas at Dallas)</td>
</tr>
<tr>
<td>Circuits (Health Care)</td>
<td>Demonstrated a fully-differential high-voltage (HV) linear amplifier using TI’s 0.7 µm LBCSOI 120 V technology to achieve a signal swing of 180 V and extremely low HD2 ( &lt; -58 dB). (1836.043, PI: P Gui, Southern Methodist University)</td>
</tr>
<tr>
<td>Circuits (Health Care)</td>
<td>Developed a SPICE Macromodel of Field-Effect-Transistor based nanoscale silicon biological sensors. (1836.055, Eric Vogel, University of Texas, Dallas)</td>
</tr>
<tr>
<td>Circuits (Health Care)</td>
<td>Demonstrated the first in-vitro photo-voltaic driven CMOS implanted MRI compatible electrocardiography sensor. (1836.071, PI: A. Hassibi, University of Texas, Austin)</td>
</tr>
<tr>
<td>Circuits (Safety and Security)</td>
<td>Demonstrated key building blocks for a 400-GHz phase locked loop along with a 560-GHz signal generation circuit, both in 45-nm CMOS. (1836.036, PI: K. O, Univ. Texas, Dallas)</td>
</tr>
<tr>
<td>Circuits (Safety and Security)</td>
<td>Demonstrated a Physically Unclonable Function (PUF) circuit in 45nm CMOS, and characterized a True Random Number Generator (TRNG) circuit over process variation. (1836.074, PI: W. Burleson, Univ. Massachusetts)</td>
</tr>
<tr>
<td>Circuits (Safety &amp; Secu.)</td>
<td>Demonstrated a compact (200 µm²) Schottky Diode detector for measurements of voltages at 70-110 GHz using DC measurements (1836.008-1836.010, Kenneth K. O, University of Texas, Dallas)</td>
</tr>
<tr>
<td>Circuits (Safety &amp; Secu.)</td>
<td>Applied MMSE and Space time block coding in mm-wave imaging to reduce receiver complexity and to mitigate the interference among transmitted signals, respectively (1836.033, Mohammad Saquib, University of Texas, Dallas)</td>
</tr>
<tr>
<td>Circuits (Energy Efficiency)</td>
<td>Developed a physical-statistical model of asynchronous impulsive noise in power line communication (PLC) networks. Noise mitigation: proposed two non-parametric algorithms for impulsive noise mitigation in OFDM PLC systems. (1836.063, PI: Brian L. Evans, Univ. of Texas at Austin)</td>
</tr>
<tr>
<td>Circuits (Energy Efficiency)</td>
<td>Demonstrated fully integrated parallel inductive and capacitive DC-DC converters with a 450X output range: ~60% efficiency from 1 mA to 50 mA, ~70% efficiency 100 mA to 300 mA output current (1836.081, PI: R. Harjani, University of Minnesota)</td>
</tr>
<tr>
<td>CAD (Energy Efficiency)</td>
<td>Developed a fast simulation engine where large on-chip power grids are analyzed efficiently using a fast GPU-based iterative algorithm while active LDO and package circuitries are processed on a CPU. (1836.062, PI: P. Li, Texas A&amp;M University)</td>
</tr>
</tbody>
</table>
Table 4: Major TxACE Research Accomplishments (September 2010 through August 2011)

<table>
<thead>
<tr>
<th>Category</th>
<th>Accomplishment</th>
<th>REF</th>
<th>Year</th>
<th>PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated a temperature sensor front end that can operate at $V_{DD}=0.4$ V using a MOS transistors biased in sub-threshold and a bulk driven OpAmp. (1836.057, PI: C. Li, Texas Tech University)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAD (Fund. Analog)</td>
<td>Developed a unified statistical analysis engine for SRAM performance, yield, reliability and testability. Using a novel Gibbs sampling algorithm, accuracy and speed of SRAM statistical analyses were improved by 3~10X. (1836.044, PI: Xin Li)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated MIMO Cross talk cancellation in a 9Gb/S link by improving vertical and horizontal eye opening by 29% (mV) and 32% (UI), respectively (1836.022, Ramesh Harjani, University of Minnesota)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated a flash ADC synthesized with a digital flow that achieves 35 dB SNDR with 1 MHz input up to sampling rate of 210 MSPS (1836.020, PI: U. Moon, Oregon State University)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated a transimpedance amplifier with an active feedback network that can tolerate 10-mA blocker at 50 MHz. (1836.038, PI: Jose Silva-Martinez, Texas A&amp;M)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Test (Fund. Analog)</td>
<td>Developed a new ADC spectral testing algorithm that achieves accurate spectral testing using available INL test results and proper signal processing. (1836.004, PI: R. Geiger, Iowa State University)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: TxACE number of publications during the reporting period

<table>
<thead>
<tr>
<th>Conference Papers</th>
<th>Journal Papers</th>
<th>Invention Disclosures</th>
<th>Patents Filed</th>
</tr>
</thead>
<tbody>
<tr>
<td>68</td>
<td>24</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>
# Energy Efficiency Thrust

![Diagram of energy efficiency circuit](image)

## Summary of Accomplishments

<table>
<thead>
<tr>
<th>Category</th>
<th>Details</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuits</td>
<td>High efficiency over a 450x output power range; Automated mode switching depending on the load current; Passive supply resonance reduction technique; Resonance reduction circuitry implemented underneath the bond pad. (1836.081, PI: Ramesh Harjani, University of Minnesota)</td>
<td></td>
</tr>
<tr>
<td>Circuits</td>
<td>Designed and developed a power amplifier with variable output power without the use of a supply voltage modulator based on efficient switch-based PA architecture and switched-capacitor circuits. (1836.085, PI: David Allstot, University of Washington)</td>
<td></td>
</tr>
<tr>
<td>Circuits (Energy</td>
<td>Developed a physical-statistical model of asynchronous impulsive noise in power line communication (PLC) networks. Noise mitigation: proposed two non-parametric algorithms for impulsive noise mitigation in OFDM PLC systems. (1836.063, PI: Brian L. Evans, Univ. of Texas at Austin)</td>
<td>Efficiency)</td>
</tr>
<tr>
<td>CAD (Energy Efficiency)</td>
<td>Developed a fast simulation engine where large on-chip power grids are analyzed efficiently using a fast GPU-based iterative algorithm while active LDO and package circuitries are processed on the CPU. (1836.062, PI: P. Li, Texas A&amp;M University)</td>
<td></td>
</tr>
</tbody>
</table>
SIGNIFICANCE AND OBJECTIVES
A current shunt monitor that accurately amplifies small voltages typically around 10mV in the presence of large common-mode voltage up to 26V is presented. The design has been done in 0.7um CMOS process with less than 10uV of input offset and 1uV/√Hz of flicker noise. CMRR over 120dB is also achieved.

TECHNICAL APPROACH
Instead of using external sensing resistor in the current path, existing PCB Cu-trace is used as sensing resistors for cost reduction by eliminating external components in mass production. Better internal resistive matching and equal resistance variation over all the process corners and temperatures achieved by designing Input sensing (Rs) and gain (Rg) resistors in ratio \( \frac{R_C}{R_S} = 50 \). A switching current mode FIR filter is used to cancel chopping ripples in current domain instead of using conventional voltage mode ripple reduction techniques that require extra current to voltage conversion step which could be a source of incurring noise.

SUMMARY OF RESULTS

Samples and averages the two different phase chopped input signals while reducing the chopping ripples with its first order hold sinc\(^2\) function is implemented. The switching current mode (SI) FIR filter not only reduce down the ripple by its second order notching mechanism, but also recovers original offset-free DC input current by averaging the offset-containing input signals. The following first order hold sinc\(^2\) function as in eq. (1) is realized in the circuit in Figure 2.

\[
\left| \frac{1-e^{-st}}{s} \right|^2 = T \left| \frac{\sin\left(\frac{\omega T}{2}\right)}{\frac{\omega T}{2}} \right|^2 = Tsinc^2\left(\frac{\omega T}{2}\right)
\]

(1)

Figure 2: Detailed diagram of first order hold sinc\(^2\) FIR.

Overall, the presented instrumentation amplifier has clear rail to rail operation with less than 10uV input referred offset and CMRR of 120 dB. The device has been fabricated with 0.7 um AMIS (ON Semiconductor) I2T100 process.

Keywords: Choppers, Current sensing, Instrumentation amplifier, operational amplifier, ripple/residue reduction

INDUSTRY INTERACTIONS
Texas Instruments Tucson HPA (High Performance Analog) group work closely with ASU scientists

MAJOR PAPERS/PATENTS

SIGNIFICANCE AND OBJECTIVES
The design of power delivery networks (PNDs) is a key avenue and a challenge for achieving power efficiency. We develop models and holistic system-level design strategies to achieve the optimal PDN system performance trade-offs, and facilitate joint design optimization of on-chip voltage regulators and passive on-die power grids.

TECHNICAL APPROACH
To enable efficient design space exploration for large PDNs with multiple integrated voltage regulators, system-oriented design models and a simulation engine are being developed. More detailed system design will be facilitated via a simulation-based optimization framework aided by our models and simulation engine. Holistic design methodologies will be developed to co-optimize active voltage regulators and passive on-chip power grids, which is critical for achieving the best system-level design tradeoffs between supply noise, power efficiency, area overhead and stability.

SUMMARY OF RESULTS
Simulating a large PDN is a daunting task due to the sheer complexity. We developed a fast simulation engine where large on-chip power grids are analyzed efficiently using a fast GPU-based iterative algorithm while active LDO and package circuitries are processed on the CPU.

The simulation engine is illustrated in Figure 1 (a) and the simulated supply voltage for a large PDN with four voltage domain is shown in Figure 1 (b).

Using our simulation infrastructure, we are currently developing a system-level design framework for optimizing PDNs with multiple integrated voltage regulators (e.g. LDOs). Under a limited setting, Figure 2 illustrates how the integration of LDOs may lead to tradeoffs between supply noise (voltage droop) and power efficiency. In this case, only the number of integrated LDOs is considered as a design variable. Clearly, integration of LDOs does lead to suppression of supply noise. Equally important, tradeoffs between supply noise and power efficiency shall be systematically considered and optimized.

Our framework will ultimately allow us to jointly optimize both the passive power grids and the active voltage regulators under the same network setting; it will also make it possible to achieve the best design tradeoffs between key system design specifications including supply noise, power efficiency, silicon area and stability.

Keywords: power delivery, on-chip voltage regulation.

INDUSTRY INTERACTIONS
IBM and AMD.

MAJOR PAPERS/PATENTS
SIGNIFICANCE AND OBJECTIVES
Within a smart grid, we seek to enable higher data rate monitoring and controlling applications for making homes and small businesses more efficient in their use of energy. We focus on the “last mile” of power delivery from a concentrator to its local area subscribers along medium-voltage and low-voltage lines.

TECHNICAL APPROACH
We develop adaptive methods and prototypes to enhance data rates in PLC networks. To enable our adaptive methods, we characterize the powerline channels and noise statistics based on the properties of the PLC networks and the measured data. We propose learning-based non-parametric algorithms to mitigate impulsive noise in Orthogonal Frequency-Division Multiplexing (OFDM) PLC systems. To evaluate the transceiver algorithms in performance vs. complexity tradeoffs, we implement a single-channel PLC prototype. The methods and prototype will be extended to a multi-channel PLC system, exploiting the diversity from three phases on low-voltage lines and three copper wires in the inhome power systems.

SUMMARY OF RESULTS
Asynchronous impulsive noise limits communication performance in powerline communication (PLC). We derive a canonical statistical-physical model of the instantaneous statistics of asynchronous noise based on the physical properties of the PLC network, and validate the distribution using simulated and measured PLC noise data. The results can be used to analyze and mitigate the effect of the asynchronous noise on PLC systems.

In OFDM PLC systems, the fast Fourier transform (FFT) at the receiver spreads out the energy of impulsive noise across all subcarriers. We apply sparse Bayesian learning techniques to estimate and mitigate impulsive noise in OFDM systems without the need for training. We propose two nonparametric iterative algorithms, which do not assume any statistical impulsive noise models. The first algorithm estimates impulsive noise by its projection onto null and pilot tones; the second algorithm jointly estimate the OFDM symbol and impulsive noise utilizing information on all tones. In our simulations, the estimators achieve 5dB and 10dB SNR gains in communication performance respectively, compared to conventional OFDM receivers.

Figure 1: Symbol error rate (SER) vs. signal-to-noise ratio (SNR) for the conventional OFDM receiver (no cancellation), our non-parametric sparse Bayesian learning (SBL) methods, and a reference algorithm using compressive sensing and least squares estimation (CS+LS).

We implement a 1x1 OFDM PLC prototype. It includes a software package running transceiver algorithms on National Instruments (NI) embedded computers, and an analog front-end (AFE) interface connecting the NI hardware with Texas Instruments PLC AFE.

Figure 2: A 1x1 OFDM PLC prototype.

Keywords: Powerline communication, smart grid, impulsive noise, OFDM, prototype.

INDUSTRY INTERACTIONS
Texas Instruments, Freescale, IBM

MAJOR PAPERS/PATENTS
SIGNIFICANCE AND OBJECTIVES

Wind power is an attractive renewable energy resource. This project focuses on improving the performance of domestic-scale wind turbines. The first step is developing a wind turbine emulator rig to enable new designs to be tested in a controlled and reproducible way.

TECHNICAL APPROACH

Modeling of the emulator rig was done in MATLAB/Simulink and specifications for the rig were developed based on the simulations. The model was designed to follow a torque-speed curve of a real turbine for particular wind speeds. The model takes in turbine parameters (blade radius, inertia), wind speed and generator torque to determine the shaft rotational speed. The setup consisted of a permanent magnet (PM) machine and commercial converter as the prime mover (wind turbine) coupled to a commercial PM generator. A buck-boost converter controlled the amount of power (torque) taken out of the generator.

SUMMARY OF RESULTS

Following construction of the rig, testing of the emulator is now in progress. The emulator is controlled to follow the torque-speed curve of a real-life wind turbine for a particular wind speed.

The experimental results show the operation of the emulator for a 6 m/s (13 mph). These results match the simulated results thus proving that the test-rig can simulate a real wind turbine’s static and dynamic conditions over a range of wind speed.

Fig. 1 and Fig. 4 show that when the generator torque is 15 Nm (between 250-400s), maximum power (380W) is being taken out of the system and this corresponds to the maximum power point.

Further testing of the emulator will include testing the rig over the entire wind speed range from 3-10m/s (7–22mph). Investigating and implementing maximum power point tracking algorithms and testing the generator under “gusty” wind conditions.

In the second and third year of the project, sensorless control strategies will be investigated and implemented with the aim of reducing cost and improving efficiency. These will be evaluated on the test rig. Considerations of real-life prospects for the system will be then be investigated and opportunities for TI devices identified.

INDUSTRY INTERACTIONS

Texas Instruments

MAJOR PAPERS/PATENTS


SIGNIFICANCE AND OBJECTIVES
Transformer primary-side sensing control for a flyback converter has been investigated, but to date no research has been put into extending this control strategy for the system operating at both continuous and discontinuous modes. The project aims to maximize the flyback converter efficiency at all loads using the primary-side sensing approach.

TECHNICAL APPROACH
The accuracy of the primary-sensing method largely depends on the sampling instant and the voltage drop in transformer windings, which is a function of parasitic components and operating conditions. To achieve precise output voltage regulation at all loads, an adaptive estimation algorithm is suggested to track the output voltage variation from indirect measurements. Based on this estimated signal, along with the input voltage and the primary current, the optimization block calculates the optimal switching frequency which minimizes the power loss in the flyback converter. The controller is implemented using digital current mode control.

SUMMARY OF RESULTS
The controller for a wide load range flyback converter is illustrated in figure 1. The key factor, which decides the performance of the system, is the adaptive compensation scheme and the online optimization procedure used in the adaptive observer and efficiency optimization block respectively.

In observer theory, an accurate observation requires complete information of the transformer model. Though different models have been suggested to analyze the primary-sensing error for the flyback converter, there is little information on how to precisely extract the component values from a practical flyback transformer. Therefore, our initial studies focus on the transformer parameter extraction using system identification methods. The complete transformer model and a simplified version for observer design are shown in figure 2.

Figure 2: (a) Complete model of 3-winding flyback transformer (b) Simplified model for observer design.

In the second and third years, the main tasks of the project are on the implementation of the suggested controller using the evaluation flyback converter kit and verifying the simulation and experimental results. Besides that, a theoretical investigation on the stability of the observer and closed-loop system under different operating conditions is necessary. An extension of the observer technique to other converter configurations (e.g. forward type, etc) will also be considered.

Keywords: Primary-sensing technique, flyback, power converter, efficiency, optimization.

INDUSTRY INTERACTIONS
Texas Instruments

MAJOR PAPERS/PATENTS
SIGNIFICANCE AND OBJECTIVES
This research aims to build highly efficient converters which can support very wide output power range. The main application of such a converter is to power multiple power domains with DVS, demanding fully integrated implementation. Hence, reduction of area occupied by the converter is another goal of this project.

TECHNICAL APPROACH
Different converter architectures are suitable for different regions of operation. Inductive switching converters are highly efficient at higher output powers whereas capacitive converter have been shown to be efficient at lower output powers. Combining the two converter architectures in a single implementation can support wide output power range achieving a high efficiency. In order to conserve area the passive components are reused among the parallel converters. Also implementation digital circuitry beneath the inductor of the converter will increase the area efficiency.

SUMMARY OF RESULTS
Different converter architectures were surveyed and a parallel converter architecture was selected for implementation to achieve the goal of high efficiency over a wide output power range.

![Figure 1: Parallel converter architecture](image)

The converter architecture comprises of inductive switching converter in parallel with a capacitive converter as shown in Figure 1. The inductive switching converter supports the higher power range whereas the capacitive converter is operational for lower powers, which in-turn has additional modes of operation. A state machine selects the appropriate controller based on the power demand of the load, while completely turning off the other. The theoretical efficiency of such a converter for 32nm implementation is shown in Figure 2.

![Figure 2: Theoretical expected efficiency of the parallel converter architecture](image)

In order to achieve area efficiency the passive components of the converter can be shared between the two converters. Area efficiency can be further increased by implementing digital circuitry underneath the inductor, feasibility of which has been shown using a test-chip implemented in 130nm CMOS technology [2]. We have already demonstrated switching inductive fully integrated converter [1][3].

Keywords: parallel converter, switching inductive converter, capacitive converter.

INDUSTRY INTERACTIONS
Intel, IBM and Freescale

MAJOR PAPERS/PATENTS


SIGNIFICANCE AND OBJECTIVES

CMOS power amplifiers have been demonstrated and used in mobile communication systems. However, most of the conventional CMOS PAs have limited efficiency for a modulated signal with a high peak-to-average ratio (PAR). The switched-capacitor power amplifier (SCPA) topology has been developed to provide higher efficiency in high-PAR applications. This project will develop a high power SCPA using a transformer-based power combiner.

TECHNICAL APPROACH

The inefficiency when amplifying non-constant (non-CE) envelope signals happens because the PA achieves peak efficiency only when operated at its saturated output power level; moreover, the efficiency decreases quadratically with reduced output voltage. Hence, it is desirable to operate the PA as close to saturation as possible. To this end, many efforts have been made to enable the use of switching amplifier topologies using external linearization methods such as envelope elimination and restoration (EER). Recently, a technique that utilizes an SCPA with an EER method has shown promise in achieving high-efficiency simultaneously with moderately high output power. To provide higher output power, an SCPA topology with a transformer-based power combining is being utilized and developed.

SUMMARY OF RESULTS

A SCPA using a four-way power-combining technique, shown in Figure 1, is implemented so that it can be configured in either an all-switching mode that allows for increased output power or a sequential switching mode that exhibits increased dynamic range of the output power. It allows amplification of non-CE modulated signals while using transistors in their more energy-efficient switching mode of operation. [1]

In order to increase the total peak output power above that available from one SCPA core, a four-way transformer power-combiner is employed. The transformer is designed such that each SCPA core drives one parallel winding of the secondary, while the primary sums the induced currents. Two bits are reserved for the control of the four unit SCPAs which can be employed in all-switching or sequential-switching modes.

A power-combined SCPA is fabricated in a 90nm RF CMOS process. The PA operates at a center frequency of 2 GHz. Using the transformer-based power-combining technique, the four-way power combining SCPA delivers a high peak output power and efficiency of 27 dBm and 26%, respectively. For 64 QAM OFDM-modulated signals, it achieves an average output power and efficiency of 20.3 dBm and 15.1 %, respectively.

Keywords: CMOS, EER, polar transmitters, power amplifiers, switched-capacitor power amplifier.
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SIGNIFICANCE AND OBJECTIVES
The efficiency of radio frequency transmitters and power amplifiers (PA) continues to pose a significant challenge in the design of battery-operated wireless communication systems as well as in base station applications. In this work we will investigate the use of switching power amplifiers and suitable modulation schemes for enhancing efficiency.

TECHNICAL APPROACH
Two-level modulation schemes such as PWM are well suited for use with efficient switching power amplifiers. These schemes are inherently digital friendly and therefore can be implemented in low-cost CMOS technologies. A PWM based approach that relaxes the requirement for high quality reference signal generation will be employed as part of this work. High-speed Class-D switching PAs in CMOS will be utilized for enhancing efficiency. Minimization of in-band spurs is a key design goal. A passive external band-pass filter will be employed to reduce out-of-band spurs.

SUMMARY OF RESULTS
A classical PWM generates its output by comparing the input to a ramp signal. This approach becomes progressively challenging as the bandwidth increases, as the ramp rate needs to be orders of magnitude higher than the signal bandwidth in order to maintain the linearity of the modulation. A modified feedback based PWM generator is utilized to achieve adequate bandwidth.

A key issue in the use of switching modulation schemes for wireless applications arises from the high spurious content in these waveforms. When used in wireless applications, it is critical that the spurious products not corrupt the in-band signal. Based on simulations of the PWM generator and the digital upconverter, we have implemented a spectral planning scheme to avoid the appearance of in-band spurs. The approach relies on the proper selection of the PWM clock and the upconversion LO.

Critical design challenges at the circuit level include the design of the upconversion mixer. This design needs to be sufficiently high speed to accommodate the sharp pulse edges generated by the digital modulation scheme. This mixer has been designed in a 0.13 \( \mu \text{m} \) CMOS process.

Another design that has been addressed in simulation is the IQ combiner at the output of the switching PAs. This design is required to combine two quadrature high-speed digital streams at the PA outputs. Critical requirements include quadrature accuracy of the combiner and its bandwidth. An LC network has been designed for this purpose.

The design is optimized modulation specifications of the 3G WCDMA standard.

This mixer has been designed in a 0.13 \( \mu \text{m} \) CMOS process.

Another design that has been addressed in simulation is the IQ combiner at the output of the switching PAs. This design is required to combine two quadrature high-speed digital streams at the PA outputs. Critical requirements include quadrature accuracy of the combiner and its bandwidth. An LC network has been designed for this purpose.

The design is optimized modulation specifications of the 3G WCDMA standard.

Fig. 1: Architecture of switching PA based digital-intensive transmitter

Keywords: PWM, digital modulation, wireless transmitters, switching mode PAs.
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Summary of Accomplishments

<table>
<thead>
<tr>
<th>Circuits (Fund. Analog)</th>
<th>Demonstrated a temperature sensor front end that can operate at $V_{DD}=0.4$ V using a MOS transistors biased in sub-threshold and a bulk driven OpAmp. (1836.057, PI: C. Li, Texas Tech University)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAD (Fund. Analog)</td>
<td>Developed a unified statistical analysis engine for SRAM performance, yield, reliability and testability. Using a novel Gibbs sampling algorithm, accuracy and speed of SRAM statistical analyses were improved by 3~10X. (1836.044, PI: Xin Li)</td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated MIMO Cross talk cancellation in a 9Gb/S link by improving vertical and horizontal eye opening by 29% (mV) and 32% (UI), respectively (1836.022, Ramesh Harjani, University of Minnesota)</td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated a flash ADC synthesized with a digital flow that achieves 35 dB SNDR with 1 MHz input up to sampling rate of 210 MSPS (1836.020, PI: U. Moon, Oregon State University)</td>
</tr>
<tr>
<td>Circuits (Fund. Analog)</td>
<td>Demonstrated a transimpedance amplifier with an active feedback network that can tolerate 10-mA blocker at 50 MHz. (1836.038, PI: Jose Silva-Martinez, Texas A&amp;M)</td>
</tr>
<tr>
<td>Test (Fund. Analog)</td>
<td>Developed a new ADC spectral testing algorithm that achieves accurate spectral testing using available INL test results and proper signal processing. (1836.004, PI: R. Geiger, Iowa State University)</td>
</tr>
</tbody>
</table>
SIGNIFICANCE AND OBJECTIVES
AMS BIST is seen as the ultimate solution to embedded AMS testing and has been extensively studied. However, success has been very limited due to the bottleneck challenge in realizing accurate on-chip signal sources and measurement devices required by existing approaches. This project will develop a practical AMS BIST technology and demonstrate its use in an embedded ADC. The project will further use the test results in a BIST based calibration scheme to improve the ADC performance.

TECHNICAL APPROACH
In SRC Project #953, new FRE/FRM methods were introduced and patented for accurately testing ADCs and DACs using signal sources and measurement devices with performance orders of magnitude lower than that of the device under test. These methods will be adopted in this project and will be developed into a practical approach to embedded ADC BIST. An existing low power small area ADC embedded in a micro-controller in 65nm technology from Texas Instruments has been identified as the vehicle to demonstrate the approach.

SUMMARY OF RESULTS
Several types of low cost on-chip signal generators have been designed. [1] Simulation results show that their performance is sufficient for medium to high resolution ADC test. To enable the patented FRE approach, a constant shift generator is needed and the shift constancy needs to be maintained at sufficient levels. Several such shifters have been designed and simulated. An overall strategy is developed for using these signal sources, constant shifters, and the FRE algorithm in a BIST setting for test cost reduction, in-field testing, and test based self calibration. [2] Finally, a new phase control strategy with very simple circuit block is developed to achieve on-chip coherent sampling even in the presence of large process variations. [3] All of these have been integrated with the identified embedded ADC (see first figure) and taped out for fabrication.

Another major contribution is a new ADC spectral testing algorithm that achieves accurate spectral testing without requiring dedicated data acquisition for it. Instead it uses available INL test results and proper signal processing to compute the ADC’s spectral performance parameters. The method is illustrated in the second figure. [4]

Keywords: ADC design, ADC BIST, BIST based calibration, ADC spectral testing, ADC linearity testing
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**SIGNIFICANCE AND OBJECTIVES**

Transistor-level circuit simulation is a fundamental, yet computationally intensive, design and verification enabler for wide ranges of digital and analog circuits. We address the significant simulation challenge by developing novel parallel simulation paradigms on multi-core and distributed computing platforms.

**TECHNICAL APPROACH**

To cope with design complexity, novel parallel computing paradigms are developed to exploit rich simulation application-level parallelisms. The proposed parallel simulation algorithms will be algorithmically efficient, geared to minimize inter-processor communication overhead, achieve good scalability, and simplify parallel programming implementation. We develop algorithms that leverage parallelism at all levels of the simulation flow, within a single algorithm or across multiple algorithms. We develop methodologies to facilitate static and runtime simulation code optimization.

**SUMMARY OF RESULTS**

Stable numerical integrations that lead to natural parallelization have been investigated. We adopted and extended the recently developed (telescopic) projective integration methods for highly efficient parallel circuit simulation in the time domain. This framework also allows for stable integration backwards in time, as shown in Figure 1.

![Figure 1](image1.png)

**Figure 1:** Stable numerical integration backwards in time.

Using this, we have developed a novel bi-directional parallel simulation approach that simultaneously solves an initial-value and final-value DAE problems in two opposite directions of time. This approach provides additional parallel speedups for timing simulation of digital circuits and periodic steady-state analysis of analog and RF circuits.

We have developed a hierarchical multi-algorithm parallel circuit simulation (HMAPS) framework that exploits coarse-grained inter-algorithm by launching multiple simulation algorithms in parallel for a given simulation task. The diversity in choosing various simulation algorithms and allocating parallel resources at both the intra- and inter-algorithm levels, however, creates a large configuration space. Parallel performance models have been developed to accurately predict the runtime of a given HMAPS configure, as shown in Figure 2. Based on this, we have developed a methodology that automatically finds the near optimal code configuration over a large configuration space either statically or at runtime, leading to significant speedups.

![Figure 2](image2.png)

**Figure 2:** parallel runtime prediction for 300 HMAPS configurations.

**Keywords:** Circuit simulation, parallelization, transient analysis, steady-state analysis, parallel code optimization.
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TASK 1836.013, WIDEBAND RECEIVER ARCHITECTURES IN DIGITAL DEEP SUBMICRON CMOS
DR. SEBASTIAN HOYOS, TEXAS A&M UNIVERSITY, COLLEGE STATION, HOYOS@ECE.TAMU.EDU
DR. JOSE SILVA-MARTINEZ, TEXAS A&M UNIVERSITY, COLLEGE STATION

SIGNIFICANCE AND OBJECTIVES
Provide innovative solutions to achieve high performance and low power consumption required in continuous-time (CT) ΔΣ analog-to-digital converters (ADCs) for multi-standard receivers. Apply the proposed system- and circuit-level techniques to the design of a low power CT ΔΣ ADC. Implementation of a CMOS chip prototype for the ADC and obtain experimental measurements to demonstrate the potential of the proposed solutions.

TECHNICAL APPROACH
The main approach is to achieve the required flexibility in multi-standard RF receivers by exploiting the enormous momentum in digital signal processors. Particularly, the incoming signal at the receiver input is to be digitized as early as possible while filtering operations and channel selection are performed in the digital domain. In this context, CT ΔΣ modulators show up as an attractive option. There are two main challenges for that ADC to achieve the required performance within a multi-standard receiver:

1. Pulse width jitter associated with the clock of the feedback digital-to-analog converters (DACs).
2. Tolerance to OOB blockers in terms of loop filter linearity and noise folding.

Solutions to these two critical problems are being addressed by the ongoing research effort in this project.

SUMMARY OF RESULTS
The block-diagram in Fig. 1 illustrates the proposed hybrid DAC with jitter tolerance solution that is based on high-pass shaping the noise generated by pulse-width jitter in the feedback DAC. A second-order single-bit ΔΣ modulator is used a test vehicle to demonstrate the performance of the adopted jitter suppression solution.

The plots in Fig. 2 show that the proposed solution can achieve jitter-tolerance that can be as large as 20 dB over non-returning-to-zero (NRZ) DACs and comparable to switched-capacitor-resistor (SCR) DAC implementations. The proposed hybrid DAC solution doesn’t entail any extra requirements on the slew-rate or gain-bandwidth of the op-amp in the load integrator.

Figure 1: Proposed Hybrid-DAC based on spectral shaping of jitter induced errors.

Figure 2: Jitter Tolerance performance of proposed DAC solution vs NRZ DAC.
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SIGNIFICANCE AND OBJECTIVES

Design of high-speed and low-power analog mixed-signal circuits in nanoscale CMOS is made challenging due to a number of issues such as reduced supply voltage. These problems are exemplified in multi-Gb/s I/O links, whose prevalence in modern electronic systems motivates us to seek cost-effective solutions.

TECHNICAL APPROACH

The goal of this project is to exploit the capability of DSP and ECC to reduce power and enhance ESD resiliency in high-speed I/O links. I/O link specific ECC will be explored in terms of BER, latency, encoder and decoder architectures. BER-optimal rather than SFDR-optimal ADC architectures will be developed. An ESD-protected multi-Gb/s I/O link embodying some of these ideas will be implemented.

SUMMARY OF RESULTS

We have demonstrated the benefits of our systems-assisted approach via both analytical studies and two IC prototypes. We have shown that short (block length = 63-to-255) BCH codes in a 20-in FR4 link carrying 10-Gb/s data results in: 1) an 18-mW/Gb/s savings in the ADC; 2) a 1-mW/Gb/s reduction in transmit driver power; 3) up to 6× improvement intransmit jitter tolerance. These results indicate that ECC is effective in designing robust, low-power high-speed I/O links.

For ADC-based high-speed I/O links, we have shown [1] that a BER-optimal ADC, where the ADC reference levels are chosen based on channel output statistics, provides the following advantages in a 20-in FR4 link carrying 10-Gb/s data: 1) the ADC shaping gain is > 30dB at a BER=10\(^{-15}\) for a 3-b ADC, and 2) a 3-b BER optimal ADC gives 10\(^{3}\) reduction in BER over a 4-b conventional ADC at an SNR of 32 dB. This corresponds to a power savings of 50% in the ADC. A 4b, 4GS/s ADC prototype IC in 90nm was taped-out in June 2011.

A receiver test chip was designed and tested in a low-power 90-nm CMOS technology to demonstrate a \(g_m\) boosted negative capacitance circuit for input port bandwidth extension. The \(g_m\)-boosted circuit leverages the inherent gain of the receive amplifier to improve the circuit’s ability to negate the capacitive parastics at the input port of the receiver. Measured results show a 1.23X bandwidth enhancement with a > 7kV HBM ESD resiliency, which is better than the 5.5kV achieved via conventional techniques.

![Figure 1: Overview of a systems-aware mixed-signal high-speed I/O link.](image)

In the remainder of this last year of our project (end date: Dec. 2011), we plan to: 1) report the test results of an ECC-based 6 Gb/s low-power transceiver, 2) report test results of a 4-b BER-aware ADC for a 4 Gb/s I/O link in a 90nm CMOS process.

Keywords: high-speed I/O, DSP, ESD, ECC, low-power
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SIGNIFICANCE AND OBJECTIVES
The reduced supply and intrinsic gain prevalent in submicron CMOS technologies limit the achieved performance in analog-to-digital converters in those technologies. The techniques presented in this summary offer ways to obtain reduce power, increase SNR and lower design cost.

TECHNICAL APPROACH
The power- and area-saving techniques are implemented in two separate prototype ICs. The first prototype is a bi-directional noise-shaped quantizer. With a small modification in the discharging phase of the traditional dual/single-slope ADCs, first-order noise shaping has been achieved. This ADC replaces the flash ADC in DSM and not only removes all the capacitive loading of the flash ADC, but it also adds a first order of noise-shaping. The second prototype is a fully synthesized stochastic ADC using 3-input NAND gates to act as analog comparators.

SUMMARY OF RESULTS
The proposed bi-directional noise-shaped quantizer has been used as the quantizer of a 2nd order loop DSM. This quantizer has been merged with the active and also replaces the flash ADC. The bi-directional discharging halves the speed requirements of the counting clock. The fabricated prototype in 0.18um CMOS process achieves over 78dB SNDR at 50MHz sampling speed and oversampling ration of 24. The analog power consumption is only 1.35mW [1].

The second ADC is synthesized entirely from Verilog code in 90nm digital CMOS using a standard digital cell library. An analog comparator is generated by cross-coupling two 3-input NAND gates. Over 35dB SNDR is achieved with a 1MHz input up to a sampling rate of 210MSPS [2].

Figure 1: The noise-shaped integrating quantizer

Figure 2: Measured output spectrums of the proposed quantizer used in a 2nd order delta-sigma loop.

Figure 3: 3-input NAND gates as analog comparators.

Figure 4: Measured output SNDR and SFDR.

Table 1: Performance Summary

<table>
<thead>
<tr>
<th>VDD</th>
<th>ENOB</th>
<th>BW</th>
<th>Power</th>
<th>Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chip 1</td>
<td>1.5V</td>
<td>12.7b</td>
<td>1MHz</td>
<td>2.8mW</td>
</tr>
<tr>
<td>Chip 2</td>
<td>1.2V</td>
<td>5.7b</td>
<td>125MHz</td>
<td>34.8mW</td>
</tr>
</tbody>
</table>

Keywords: dual-slope ADC, noise-shaped quantizer, synthesizable
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SIGNIFICANCE AND OBJECTIVES
Demand for higher data throughput in processor-memory I/Os increasingly forces the I/O number/chip and data rates/pin to increase. The proximity in current I/Os make a coupling interference becomes a significant noise source. The goal of task is to develop efficient MIMO techniques to reduce crosstalk and improve multi-Gbps NRZ signaling.

TECHNICAL APPROACH
Chip-to-chip I/O signaling has relatively time-invariant channels where simplified MIMO crosstalk techniques (XTC) can be used. The parallel decomposition of the MIMO channels can be obtained by manipulating the channel input and output using receiver shaping. Through MIMO algorithm, we not only reduce crosstalk but also improve signaling bandwidth of I/Os. For low-power and low-area, the MIMO algorithm has been implemented with passive RC-CR continuous IIR filters, as shown in Fig 1. The detail information of algorithm and its implementation are presented in [1] and [2].

SUMMARY OF RESULTS
Tektronix AWG 7102C transmit 4 independent 9-11 Gb/s NRZ signals with 27-1 pattern length into 4 parallel single-ended channels and Infiniium DSO81204A monitor the received signals impaired by crosstalk as well as crosstalk equalized signals at the receiver outputs. The received eye in channel 2 at 9 Gb/s shows eye opening of 48/642 mV_{pp} vertically and 40/111 ps horizontally because of 2

Before MIMO XTC
9 Gb/s (channel 2)
Eye-height: 48/642 mV
Eye-width: 40/111 ps
↑29%↑, ↔32%UI↑

After MIMO XTC
9 Gb/s (channel 2)
Eye-height: 186/509 mV
Eye-width: 76/111 ps

Figure 2: Eye improvement before and after MIMO XTC

uncorrelated aggressors from adjacent channels. After MIMO XTC, the eye-opening is improved by 29% vertically and 32%UI horizontally. The jitter standard deviation (σ_{pp}) is reduced from 12.9 ps to 6.1 ps. The BER performances are measured by BERT scope 1750OC and the achieved BER at the eye-center is 10^{-12}. The measurement results of other 3 channels are summarized in the report [P060728].

<table>
<thead>
<tr>
<th>Ref</th>
<th>Tech (nm)</th>
<th>Speed (Gbd/s)</th>
<th>J_{pp}/EyeUPI/UI% (mV%/%)</th>
<th>Power (pJ/b)</th>
<th>Area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JSSC 06’</td>
<td>130</td>
<td>10</td>
<td>28/0</td>
<td>8</td>
<td>0.024 (XTC)</td>
</tr>
<tr>
<td>CICC 08’</td>
<td>180</td>
<td>5</td>
<td>10.4 / 11</td>
<td>6</td>
<td>0.035 (RX)</td>
</tr>
<tr>
<td>CICC 06’</td>
<td>180</td>
<td>12.8</td>
<td>14.5/15</td>
<td>25</td>
<td>3.75 (TX)</td>
</tr>
<tr>
<td>This work</td>
<td>65</td>
<td>9</td>
<td>32/29</td>
<td>11</td>
<td>49.8 / 15.7</td>
</tr>
</tbody>
</table>

Comparison table

Our scheme shows the lowest power at highest data rates among the latest publications. Our key strategy is to handle the continuous crosstalk problem with continuous-IIR filter and achieves the best performance.

Keywords: MIMO XTC, Continuous-time IIR XTC, Far-end crosstalk (FEXT), ISI, Equalization
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SIGNIFICANCE AND OBJECTIVES
Manually creating circuit behavioral models is time consuming and the lack of fast simulation models can hamper chip level verification. This research promises to speedup model generation and system simulation. The objective is to develop algorithms and tools for extracting behavioral models from the circuit level for linear and switching regulators.

TECHNICAL APPROACH
The proposed approach leads the user through intuitive questions which allow the tool to understand the important characteristics of the circuit of interest. It then analyses the circuit configurations based on the circuit netlist and applies algorithms for signal path tracing, model topology formulation and characterization developed for modeling linear regulators. Beyond that, a template based PWM (Pulse Width Modulation) switch model is used to achieve CCM (Continuous Conduction Mode) to DCM (Discontinuous Conduction Mode) automatic transition for switching regulators. The same approach may be applied to generate a unified model topology for multi-type switch converters (i.e. Buck, Boost, Buck-Boost). All the algorithms are expected to generate model topologies automatically and produce a model in HDL (Verilog-A) code.

SUMMARY OF RESULTS
The model topology formulation algorithm developed for LDO regulators is shown in Figure 1 and Figure 2 shows the LDO modeling tool architecture. The model for an example LDO circuit produces a good match to the original circuit with up to 10X simulation speed up. Through the interactive user interface, the process of the model code generation is less than twenty minutes for the example circuit.

The surveys and reviews on the behavioral modeling approaches of switching mode regulators have been completed. A preliminary Verilog-A PWM average switch model was proposed to model the switching position of the regulators. The ongoing research will focus on the automatic characterization algorithms for the PWM average switch model.

Keywords: Model, Automation, SPT, MTF, LDO, Switching regulators
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PVT variability makes it hard to achieve “safe” designs in nanoscale CMOS technologies and also reduces yield. However, no major attempts have been made to address these for RFICs due to increased complexity and bottlenecks of analog simulation. We investigate fast physical design and optimization techniques for RF ICs such that the resulting designs are PVT tolerant.

TECHNICAL APPROACH

To have a process-variation robust design accounting for parasitics, power, and temperature, we investigate a new “PVT tolerant RF IC design flow”. In a standard RF IC design flow, multiple iterations between the front-end circuit design and back-end layout are required to achieve parasitic closure. Such a manual approach requires X number of iterations. The proposed design flow reduces the number of manual iterations to 1, by performing the X number of iterations on a parasitic parameterized netlist instead of the layout. Hence, this novel flow reduces the X number of manual iterations required for parasitic closure, to 1 manual iteration. Accurate metamodeling and optimization algorithms are investigated for ultra-fast physical-design optimization.

SUMMARY OF RESULTS

The effects of PVT variation on the performance of RF IC components is analyzed. A current-starved VCO circuit is used as a case study. The physical design of the VCO is performed using a 90nm CMOS PDK (Fig. 1). The simulations were performed on the full-blown (RLCK) parasitic-extracted netlist of the VCO. The statistical distribution of the center frequency proved its Gaussian nature for correlated variations. The accurate design flow achieved 16.4% power (leakage) minimization with 10% degradation in center frequency compared to the target frequency [1]. Sampling techniques such as Monte Carlo, Latin Hypercube Sampling (LHS), Design of Experiments (DOE), are compared for speed and accuracy, and polynomial metamodels are obtained for a ring oscillator and LC-VCO [2]. An ultra-fast design-flow that combines metamodels and optimization algorithms is investigated [2]. For a ring oscillator circuit, the simulated annealing optimization is faster by 951x than the exhaustive search and 6x faster than the tabu search optimization (Fig. 2).

Figure 1: P4VT Optimal Dual-Threshold VCO Layout.

Figure 2: Comparison of Running Time of the Optimization.

Keywords: Process Variation, Parasitic Effects, Metamodeling, Optimization, Nano-CMOS, RF Circuits
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SIGNIFICANCE AND OBJECTIVES (50 WDS)
In today’s VLSI technology, the manufactured fluctuations are unavoidable. We propose an efficient method, in spirit of the Kharitonov’s theorem, to compute the likely performance range of linear analog circuit with process variations. This approach reduces the computational burden to evaluation of at most 48 critical transfer functions.

TECHNICAL APPROACH (100 WDS)
The geometrical properties of Kharitonov’s theorem state that phase and magnitude response of a family of interval polynomials are bounded by four Kharitonov polynomials in this family. Assume the behavior of a linear analog circuit is governed by an interval transfer function which is the ratio of two families of interval polynomials. Therefore the magnitude and phase response of the interval transfer function can be calculated from the overall combinations of eight Kharitonov polynomials for the numerator and denominator interval polynomial families.

SUMMARY OF RESULTS
The envelop of 48 critical Kharitonov-type transfer functions can yield variation range of magnitude response, whereas 16 critical Kharitonov-type transfer functions are sufficient to calculate the variation range of phase response. Take a RAFFC three-stage amplifier as example, and the derived transfer function is:

\[
A(s) = \frac{-1 - s^i C_{i1}}{A(1 + \frac{s}{\omega_p})(1 + \frac{sC_{i1} + s C_{i2} + s^i C_{C2} C_{L}}{g_m C_{i1}})}
\]

where \(A=g_{m1} r_{01} g_{m2} r_{02} g_{m3} r_{03}\), \(\omega_p=1/C_{C1} g_{m2} r_{02} g_{m3} r_{03}\). Assume there is ±10% tolerance level to every parameter. Figure 1 (a) and (c) display the envelop of magnitude and phase response of RAFFC circuit which is calculated from 48 and 16 Kharitonov-type critical transfer functions. Figure 1 (b) and (d) show the envelop and 500 Monte Carlo samples when every parameter is sampled randomly from its variation range. It is obvious that the samples are well enclosed by the envelopes. The simulation of 500 samples spends 2.47h, but underestimates the variation range. The magnitude and phase envelop yields the exact bounds within 15.2354s and 11.1191s respectively. From the envelopes, we can also tell that the gain of RAFFC circuit may vary from 106dB to 118dB, whereas the variation range of phase margin lies within [45.5°, 178°].

Figure 1 (a) The envelop of magnitude response; (b) The envelop and 500 Monte Carlo samples of magnitude response; (c) The envelop of phase response; (d) The envelop and 500 Monte Carlo samples of phase response.

Next step, we will extend the proposed approach to other interested performance metrics and nonlinear circuits. We will also study the Lyapunov theory, and apply it in the robust analysis of VLSI circuits in the time domain.

Keywords: Kharitonov’s theorem, interval polynomial, gain, phase margin.
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SIGNIFICANCE AND OBJECTIVES
Commonly disregarded, the response out-of-band (OOB) of transimpedance amplifiers is highly significant to the linearity and, hence, sensitivity of zero-IF receivers for systems in which multiple radios coexist. Addressing the matter, a TIA robust against saturation or cross-modulation by blocking signals near the band edge has been developed.

TECHNICAL APPROACH
Capacitively coupled around a single-pole TIA, an active feedback network (AFN) produces an alternate low impedance path to divert large signals OOB away from the input nodes. The AFN is based on an active-RC high-pass circuit that minimizes its impact at low frequencies but boosts its gain beyond the bandwidth of the single-pole TIA (10MHz), producing a sharp transition between in-band and OOB regions in the overall forward path. Using a class-AB biased output stage, the amplifier in the AFN drives high currents to absorb signals of up to ±10mA across a wide frequency band (0.05-1GHz), consuming reasonable power.

SUMMARY OF RESULTS
Figures 1(a) and 1(b) show the schematic and micrograph of the Blocker-Robust TIA implemented, respectively. The prototype IC was fabricated in a 45nm CMOS process in the spring of 2010 and tested by direct wafer probing. The device occupies an active area of 0.25mm² and draws 17mA from a 2.5V supply, mostly quiescent current in the output stages of the fully-differential amplifiers (~60%).

Magnitude response measurements verified proper device functionality of the device (66dBΩ gain, 10MHz bandwidth) and showed that the proposed solution yields 18dB greater attenuation at 50MHz compared to a conventional first-order response from a single-pole TIA with the same bandwidth.

As shown in Figure 2, single-tone P1dB test data confirmed that compression/expansion of gain occurs when the input current to the blocker robust TIA reaches ±10mA at and beyond 50MHz, verifying the robustness to large interferers gained through the AFN.

Figure 2: Measured single-tone P1dB – peak input current causing gain compression/expansion.

The ability of the design to prevent blocking in-band was checked through measuring the gain of a 10uA, 6MHz signal in presence of a large tone near the band edge. It takes a ±9mA signal at and beyond 40MHz to compress the in-band signal by 1dB.

The performance achieved suits the stringent filtering and linearity needs of receivers for systems where multiple radios coexist and harmful interferers abound. It may allow for relaxation of ADC design specifications and, potentially, simplification of RF pre-select filtering.

Keywords: Transimpedance amplifier, linearity, blocker filtering, cmos, active feedback, receiver, coexistence
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SIGNIFICANCE AND OBJECTIVES (50 WDS)
The proposed ADC system aims to significantly improve the energy efficiency of Nyquist-rate ADCs in high-speed applications. Partial equalization is embedded in the ADC to achieve a higher efficiency for the ADC-based receiver. Time-interleaving of successive-approximation-register (SAR) ADCs is used to achieve this goal.

TECHNICAL APPROACH (100 WDS)
SAR ADC architectures have the potential to achieve excellent energy efficiency for medium resolution ADCs in sub-100nm CMOS technologies. In order to achieve the required conversion rate, a time-interleaved structure is used. The target design is a 6-bit 10GS/s ADC with figure of merit (FOM) better than 0.3pJ/conversion-step. To further relax the digital processing and achieve better efficiency for the whole receiver, especially for high-speed link applications, ADC with embedded partial equalization is considered.

SUMMARY OF RESULTS
A prototype 6-bit 2.5GS/s with 2 parallel sub-ADCs is designed in a 90nm CMOS technology. Eight time-interleaved unit SAR ADCs with one front-end T/H constitute each sub-ADC. Figure 1 shows the layout of the chip. Main blocks are 8-phase generator, time-interleaved ADC core, and a 24kb SRAM for storing the output of the ADC for easier performance measurement. Calibration schemes are devised to compensate for the mismatch between the sampling phases of the T/Hs, and the offset mismatch between comparators of unit ADCs. The post-layout power breakdown of the chip is shown in Table 1. A novel embedded DFE scheme is utilized with low power/area overhead. Post-layout simulations show THD of -29.3dB at 5GHz input frequency.

Table 1: Post-layout power breakdown of 6-bit 2.5GS/s ADC in LP 90nm CMOS technology (VDD = 1.3V)

<table>
<thead>
<tr>
<th>Block</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Each 1.25GS/s Sub-ADC</td>
<td></td>
</tr>
<tr>
<td>T/H</td>
<td>2.2</td>
</tr>
<tr>
<td>Comparators + SAR logic</td>
<td>6.48</td>
</tr>
<tr>
<td>Local CLK distr.</td>
<td>1.1</td>
</tr>
<tr>
<td>Total sub-ADC core</td>
<td>9.78</td>
</tr>
<tr>
<td>Ref/CM voltage buffers</td>
<td>6.9</td>
</tr>
<tr>
<td>Total 6b 2.5GS/s prototype ADC</td>
<td>26.46</td>
</tr>
<tr>
<td>8-phase gen. + Global CLK distr.</td>
<td>5.4</td>
</tr>
</tbody>
</table>

The performance impact of embedding partial equalization, DFE or FFE, in ADC-based receivers is analyzed in [1]. Figure 2 compares the required front-end ADC resolution to achieve BER<10^-12 with and without embedded feed-forward equalization (FFE). It is shown that embedded FFE results in savings of ADC resolution; hence, smaller power of the whole system. As future work, embedding both FFE and DFE efficiently in time-interleaved SAR ADC is planned.

Keywords: Analog-to-digital converter, embedded equalization, energy efficient, successive approximation register (SAR), time interleaved
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Develop, implement, and validate through experiment the statistical models and methods for the design of SRAM bit cells and their surrounding analog periphery circuits with user-provided constraints on performance, yield and quality.

TECHNICAL APPROACH

A unified statistical analysis engine is developed to predict SRAM performance, yield, reliability and testability by fast Monte Carlo method. The proposed engine adapts the recent advance of Gibbs sampling from the statistics community to adaptively search the variation space and speed up the convergence of Monte Carlo analysis. Our experimental results demonstrate that the proposed Gibbs sampling method achieves \(3\sim10\times\) runtime speedup over other state-of-the-art techniques without surrendering any accuracy.

SUMMARY OF RESULTS

SRAM bit cells are generally designed with minimum-size devices, and can be significantly affected by large-scale process variations posed by nanoscale manufacturing technology. It becomes increasingly critical to evaluate the statistical behavior of SRAM bit cells both efficiently and accurately. Since bit cells typically have extremely small failure probability, a simple Monte Carlo method suffers from slow convergence rate as only few random samples will fall into the failure region. To improve the sampling efficiency, importance sampling has been proposed to directly sample the failure region based on a distorted probability density function (PDF), instead of the original PDF of process variations.

Applying importance sampling to SRAM analysis, however, is not trivial. Ideally, in order to maximize prediction accuracy, we should sample the failure region that is most likely to occur. Such a goal, however, is extremely difficult to achieve, since we never know the exact failure region in practice. Motivated by this observation, a novel Gibbs sampling method is developed to improve the efficiency of importance sampling. Unlike the traditional Monte Carlo algorithm that samples a given PDF, the proposed Gibbs sampling approach does not need to know the sampling PDF explicitly. Instead, it adaptively searches the failure region and then generates random samples in it. From this point of view, Gibbs sampling can be conceptually viewed as a unique Monte Carlo method with an integrated optimization engine which allows us to efficiently explore the failure region.

As a demonstration example, we consider an industrial 6-T 65nm SRAM cell. For comparison purpose, three different importance sampling methods are implemented to estimate the failure probability: (1) mixture importance sampling (MIS), (2) minimum-norm importance sampling (MNIS), and (3) Gibbs sampling (proposed). Figure 1 shows the estimated failure probability (normalized) as a function of the number of random samples. Note that the proposed Gibbs sampling is substantially more accurate than the other two traditional methods (i.e., MIS and MNIS) given the same number of random samples.

In the future, we will take advantage of the high efficiency of the proposed Gibbs sampling method to further study the design trade-offs (e.g., speed, power, yield, reliability, testability, etc.). We will also use the proposed statistical analysis engine to study SRAM reliability and testability.

Figure 1: Convergence rate of different Monte Carlo algorithms for SRAM failure rate prediction: (left) read noise margin, and (right) write noise margin.

Keywords: memory, parametric yield, statistical analysis
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SIGNIFICANCE AND OBJECTIVES

Transmitters for ultra-low-power sensor networks are continuously evolving to transmit low output power in a highly efficient manner. To this end, various architectures have been introduced that trade off distinct advantages and disadvantages. A comparison of several recent transmitter architectures is presented in terms of power efficiency.

TECHNICAL APPROACH

Several interesting architectures for implementing the radio in a wireless sensor node have been proposed recently. The direct modulation approach described by Cho, et al. [1] uses a low-power oscillator followed by a PA/antenna interface. In order to save power, the architectures presented by Bohorquez, et al. [2] and Chee, et al. [3] eliminate the PA and couple the oscillator directly to the antenna which is used as an inductive element.

SUMMARY OF RESULTS

In order to totally eliminate losses from the PA, the approach of Bohorquez, et al. [2] (Fig. 1) simply does not use one; instead, the (power) oscillator drives the antenna directly while simultaneously using it as the inductive element in its resonant tank.

![Figure 1: Sensor node with an oscillator driving an off-chip antenna.](image1)

Clearly, this solution reduces the number of circuits; however, it transfers most of the overall power budget to the (power) oscillator.

In a direct modulation transmitter (Fig. 2), a PA stage provides a buffer interface between the oscillator and the antenna. In a typical implementation, the oscillator is a digitally-controlled oscillator (DCO) operating with an NMOS (or CMOS) cross-coupled transistor pair(s).

A plot of the total power consumed by the three different transmitters versus PA gain is shown in Fig. 3.

The three architectures include an oscillator directly driving an antenna with no PA, an oscillator with on-chip inductors driving a PA and an oscillator with bond-wire inductors driving a PA. When the level of integration is not an issue (i.e., off-chip components are allowed) it is noted that the oscillator with the high-Q (30-70) bond-wire and external inductors always uses less power than the other two architectures. If an efficient PA with gain > 20 is available, a PA with on-chip inductors (Q ≈ 5-10) is more efficient than an oscillator directly coupled to the antenna; however, for smaller PA gain, the directly-driven antenna should be chosen.

Keywords: BAN, Sensor Node, Class C, Reconfigurable
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SIGNIFICANCE AND OBJECTIVES
Modern digital VLSI technology calls for aggressive device/supply scaling and results in rapidly increasing power density, which presents great challenges to analog building blocks such as temperature sensor. This project will investigate advanced temperature sensor for dynamic thermal management in high performance digital processors.

TECHNICAL APPROACH
Traditionally, substrate PNP transistors are used in CMOS process as the temperature-sensing device. In order to further reduce the supply voltage, chip area, self heating effect, and make it compatible with modern digital processes, subthreshold MOSFETs and Schottky diodes will be investigated to replace substrate BJT as the core device. Bulk-driven technology will be investigated for low-voltage operation. Compared with limited prior art trials, this research aims to improve the precision of low-voltage operation by techniques such as automatic tuning, dynamic offset cancellation, dynamic element matching, and curvature correction. Special calibration techniques will be studied for the new sensing devices.

SUMMARY OF RESULTS
CMOS subbandgap reference circuits operating at low supply voltages were designed and tested [1-2]. To support low-voltage operation, the reference circuit uses NMOS transistors operating in subthreshold and a bulk-driven error correction amplifier. The simplified circuit, measurement results and chip microphotographs are shown in Fig. 1. The chip fabricated in AMI 0.5 µm CMOS technology can operate with a 1 V supply voltage to produce a reference voltage of 337 mV with a temperature coefficient of 9.9 ppm/°C and a voltage coefficient of 290 ppm/V. The chip fabricated in UMC 0.13 µm CMOS technology can operate with a 0.4 V supply voltage.

Schottky diodes designed and fabricated in standard 45nm/90nm/130nm digital CMOS process have been characterized at different temperatures to obtain the statistical and temperature properties. The results are being summarized to submit for publication.

In the second and third years of this project, the focus will be moved to system level design and test of scattered thermal sensing architecture that can be deployed in digital processors. Low-voltage operation that is robust against process variation, mismatch, and 1/f noise will be a key achievement. Low-cost calibration for the specific sensor devices will be provided.

Keywords: temperature sensor, subthreshold MOSFET, Schottky diode, dynamic element matching, calibration

OUTCOME
Three new designs are under fabrication/test. They include a low-voltage inverter-based sigma delta modulator, a 2x2 sensor front-end with dynamic element matching and subthreshold CMOS, and a sensor front-end with 8x8 Schottky diode array and modulated dynamic element matching.

Figure 1: Simplified circuit (a) and measurement results of Vref generated by sub-1V front-end in 0.5 µm CMOS process (b) and 0.4-V front-end in 130nm CMOS process (c) respectively.
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SIGNIFICANCE AND OBJECTIVES

Analog/mixed-signal (AMS) verification is a significant challenge to date and is confronted by the continuous nature of analog operations and complex analog behaviors. This project will develop hierarchical analog behavioral model equivalence checking techniques with an aim of enabling verification of large AMS designs.

TECHNICAL APPROACH

We propose a hierarchical model equivalence checking based verification approach, which is not completely formal, but yet systematic and applicable to large designs. A block-level behavioral model is compared with the corresponding electrical-level implementation (SPICE netlist) through equivalence checking in which signals are mapped between the behavioral and electrical domains with proper inclusion of electrical details or signal abstraction. The success in checking all the block-level models will enable the verification of the entire AMS design based on simplified behavioral models. A methodology that allows for iterative refinement of a behavioral model upon equivalence check failure will be also investigated.

SUMMARY OF RESULTS

As a first step towards analog behavioral model equivalence checking, we define proper mapping functions that relate signals in two domains: behavioral and electrical signal domains, as shown in Figure 1. Proper construction of such mapping functions is critical as checking a behavioral model against its electrical implementation (e.g. SPICE netlist) must take place across the two signal domains. In particular, we map a given behavioral input into the electrical domain by including certain electrical signal details (one-to-many mapping). This leads to a set of mapped electrical inputs. These electrical inputs are used to exercise the electrical implementation to produce a set of electrical outputs, which are then mapped back to the behavioral domain (many-to-one mapping) so as to be compared with output of the behavioral model. The two models are deemed equivalent if the maximum deviation between their outputs is less than a threshold for a chosen set of input stimuli.

Figure 1: Mappings between behavioral & electrical domains.

With the mapping functions properly defined for a given analog circuit block, the equivalence checking can be done in an automated fashion using the algorithm flow shown in Figure 2. This optimization-based approach interfaces with a circuit simulator to find the maximum deviation between the two models. The proposed methodology has been initially demonstrated for the verification of a PLL that consists of several blocks.

Figure 2: Optimization-based model equivalence checking.

Keywords: Analog verification, behavioral model equivalence checking.
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SIGNIFICANCE AND OBJECTIVES

Next generation high-speed communication systems demand wide-bandwidth ADCs with sampling rate beyond 10GS/s. In serial links, wide-bandwidth ADCs followed by DSPs allow sophisticated equalization to correct fiber impairments and enhance channel spectral efficiency. Additionally, emerging wireless applications of the 10GHz UWB and newly unlicensed millimeter-wave-bands also demand such high-speed ADCs.

TECHNICAL APPROACH

The current state of the art ADC around 10-20GS/s achieves 24GS/s sample rate in 90nm CMOS. However, its power consumption is quite high at 1.2W (5pJ/conversion-step FOM, 5ENOB @ low frequencies). Yet, this is the best compared with previous ADCs around 10-20GS/s in CMOS, SiGe, and InP HBT technologies in terms of power and FOM. Another design uses two interleaved flash ADCs to achieve 12.5GS/s rate with 4.5-bit resolution. This research will investigate techniques for power-efficient 10-20GS/s ADCs with a FOM<0.1pJ/conversion-step and 5ENOB.

SUMMARY OF RESULTS

This research investigates using time-interleaved flash converters to achieve 10-20GS/s sampling rates. The accuracy of a flash ADC in CMOS is dominated by random offsets of comparators due to device mismatches. To improve the accuracy, large devices are needed to minimize device mismatches. However, this presents more parasitic capacitance to reduce the speed. To maintain a certain speed, larger current, therefore, larger power is required. Using offset calibration, smaller devices can be used to achieve the desired accuracy. Therefore, the speed is improved and the power consumption can be smaller, leading to better FOM.

Two new digitally controlled trimming offset calibration techniques have been proposed to calibrate preamplifier and comparator offsets and to minimize the loading of the calibration devices on the critical signal path to enhance ADC bandwidth.

Keywords: Time interleaved ADC, Flash ADC, ADC calibration, Power efficiency
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SIGNIFICANCE AND OBJECTIVES

Interface architectures which allow for high data rates at improved power efficiency levels are required to satisfy the growing I/O bandwidth in power-constrained environments. This project aims to improve the power efficiency of serial I/O transceivers to sub 1mW/Gbps for data rates ranging from 5-10Gbps.

TECHNICAL APPROACH

To enable the improvements in energy efficiency, a source-synchronous link is designed and implemented to operate over a wide range of data rates. Key features of the design include

- Half-rate transmitter and quarter rate receiver structures.
- Supply-scalable circuits to enable dynamic power management.
- A hybrid voltage-mode driver with low-complexity, high-resolution current-mode equalization.
- Resonant global clock distribution with switchable inductor for wide range of operation.
- Improved return-loss through inductive terminations.
- A novel multi-point injection locked ring oscillator that enables wide locking range and precise quadrature phase generation.

SUMMARY OF RESULTS

Figure 1 shows the complete block diagram of the designed link. The supply voltage is scaled with data rate to improve the power efficiency over the full range of operation. A prototype was completed and fabricated through MOSIS using the IBM 90nm process. Figure 2 shows the chip layout. The prototype includes two full transceiver links plus a forwarded clock transmitter. Analysis of jitter tracking in source-synchronous links was also completed. The performance impact of source synchronous link architectures and their tolerance to clock-to-data skew was explored. The study showed improvement in jitter tolerance accompanied with using injection locked oscillators for clock deskew at the receiver [1].

In the second year of the project, the fabricated prototype will be tested and characterized to validate all the key ideas presented. The focus will move to further improve the energy efficiency of the link through scaling the supply voltage of all blocks to near-threshold operation [2]. The work will also extend to explore the optimal multiplexing ratio at which the transmitter would achieve maximum energy efficiency.

In the third year, this project will present a full 4-to-8-channel link including all clock generation circuitry. The emphasis of this design will be on improving wake-up times of the complete link. Further emphasis will be on power regulation methods to achieve improved turn on time for the full link.

Keywords: Voltage Mode Driver, Source Synchronous Clocking, Injection Locked Oscillator.
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SIGNIFICANCE AND OBJECTIVES

Today, many modern mixed-signal systems including oscillators, phase-locked loops, and DC-DC converters suffer from fatal start-up failures due to ill-defined initial states, yet their existence is extremely difficult to detect using a brute-force simulation approach. This task aims to find practical tools and methodologies to prevent such global convergence failures.

TECHNICAL APPROACH

This task seeks practical methods or tools rather than a rigorous mathematic proofing tool since a theoretical approach to establish a global stability of a general system has been an unsolved problem for nearly a century.

So far, two approaches have been investigated in this task: (1) cluster split detection algorithm and (2) indeterminate state ('X') elimination approach [1-2]. The former detects the existence of false convergence states while the latter prevents the false convergence by advising designers where to add resets. Both approaches involve running multiple circuit simulations with randomly initialized states and one of the objectives is to minimize its computational cost.

SUMMARY OF RESULTS

The first approach, cluster split detection, detects the existence of false convergence states by examining whether multiple state points each originated from a randomly chosen initial state form more than one disjoint clusters in the state space.

The second approach, indeterminate state ('X') elimination, is in fact analogous to the way the start-up failures are prevented in digital systems. The unknown states (called X's in modern logic simulators) for analog circuits are identified based on the entropy of the state distribution (Fig. 2). Then the designers are advised to add resets where the X's are found, yielding a system which will always start from a known state upon reset.

The two described approaches have been demonstrated on real circuit examples including oscillators, phase-locked loops, and DC-DC converters.

INDUSTRY INTERACTIONS

Texas Instruments.

MAJOR PAPERS/PATENTS


SIGNIFICANCE AND OBJECTIVES

The goal of this project is to reduce the cost of traditional high speed test setup by replacing high speed test equipment with low cost equipment and back end signal processing.

TECHNICAL APPROACH

The cost of high speed signal acquisition is dominated by equipment cost. By the use of intelligent signal processing algorithm, the use of costly equipment can be restricted to a single front end component. However, it must be ensured that the algorithm used is light weight enough to be implemented on a low latency test setup where the time of signal acquisition is important.

The two major techniques that are being considered for this project are jitter expansion and incoherent under sampling of data. While jitter expansion can provide a simple solution to the problem of sub pico-second jitter measurement, waveform reconstructed from under-sampled data can be used for system performance characterization at extremely high speed without the use of a waveform-synchronous trigger.

SUMMARY OF RESULTS

In figure 1 we present an example of reconstruction of pseudo random bit sequence from incoherently under-sampled data points. Figure 1a shows the raw acquired data arranged in a time base modulo some arbitrary period; while, figure 1b shows the same samples arranged in a time base modulo the actual period of the PRBS waveform. In figure 2 we show a reconstructed two tone waveform. We have developed a time domain cost metric for estimation of frequency which leads to a saving of \( O(\log N) \) calculations per iteration compared to frequency domain cost metric. It also requires 5 times less number of samples to achieve same accuracy of frequency estimation.

Keywords: High-Speed, test, under-sampling, jitter measurement

INDUSTRY INTERACTIONS

Intel
Texas Instruments

MAJOR PAPERS/PATENTS

[1] Debesh Bhatta et al. Time Domain Characterization and Test of High Speed Signals Using Incoherent Subsampling, ATS 2011 (Accepted for presentation)

TASK 1836.073, A MODEL-VIEW-CONTROLLER (MVC) PLATFORM FOR ADAPTIVE TEST
PROF. YIORGOS MAKRIS, THE UNIVERSITY OF TEXAS AT DALLAS, YIORGOS.MAKRIS@YALE.EDU

SIGNIFICANCE AND OBJECTIVES
Adaptive test is an emerging approach to dynamically modify the test plan for RF devices with high specificity: per wafer or per device. This project will develop a model view controller (MVC) framework and statistical learning theory/machine learning methods necessary to support industrial adaptive test.

TECHNICAL APPROACH
We will architect an adaptive test MVC framework with: (i) Models, which will serve as abstractions of existing industry production databases, (ii) Views, which will provide test engineers feedback on adaptive test algorithms, and (iii) Controllers, which will contain modular adaptive test components to be employed at each stage of testing. We anticipate treating these adaptive test components as “applications”, which consist of algorithms for each stage of data collection and processing (inline/kerf, wafer final test, module final test, field returns, etc.). By standardizing the controller platform we can encourage the emergence of an adaptive test “application ecosystem”, simplifying deployment.

SUMMARY OF RESULTS
There is growing industrial interest in deploying so-called “adaptive test”, or dynamically modifying the test plan. Adaptive test is particularly challenging for analog and RF testing, where testing is already a complicated and expensive endeavor. In this project, we posit that achieving meaningful results for adaptive test in the analog and RF test domain will require statistical models that are at parity of sophistication with the complexity of the test problem. To address this, we develop a model-view-controller architecture that responds to the challenges of adaptive test for analog and RF devices with an elegant and modular solution, enabling rapid deployment of novel statistical methods as they become available, while keeping test engineers well-informed about the inner workings of the deployed adaptive test system.

Our first case study in an MVC adaptive test solution was early test metric estimation for analog and RF devices. We developed MVC components to enable us to generate synthetic populations of more than 1 million devices (via a non-parametric kernel density estimation controller) from early production hardware, and predict expected test escape and yield loss test metrics with a very high degree of accuracy. The results of this study are shown in Figure 1, where the blue and red solid horizontal lines represent the estimated test escapes and yield loss relative to the long-term means, as shown in Figure 1.

![Figure 1: Test metric estimation](image)

In the second and third years of the project, we plan to extend our framework to near-real-time and real-time adaptive test applications, while also developing scalability via cloud computing infrastructure, as outlined in our submitted Design & Test paper. Further work will ultimately lead to a mature MVC platform that enables straightforward and manageable deployment of adaptive test methodologies that leverage state-of-the-art statistical learning theory, machine learning, and massively parallel computing for cutting edge testing.

Keywords: analog/RF, adaptive test, test metric estimation, machine learning
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The proposed research is a pioneering effort in 3D integrated heterogeneous system (3D-IHS). This objective of this research is to address the integration challenges of highly different circuits/systems with varying technology, power profiles, operating voltage, and clock domains using the 3D technology using Through-Silicon-Via (TSV).

TECHNICAL APPROACH

The performance, power, and reliability of a 3D-Integrated Heterogeneous System (3D-IHS) depend on the functionality, power profile, and frequency of individual dies; the non-uniformity in their physical environments; die-to-die coupling; and die-to-package coupling. This research will develop design methods for the 3D-IHS and transform them into design tools and silicon prototype. This project will develop design methods and tools for power/clock delivery, signal integrity, and die-to-die communication in 3D integrated heterogeneous systems. The technical approach integrates modeling, circuit techniques, and physical design to deliver design tools and silicon prototype.

SUMMARY OF RESULTS

The anticipated results of this project includes (a) analysis of challenges to 3D integration of highly different circuits/systems with varying technology, power profiles, operating voltage, and clock domains using TSVs; (b) design methods for 3D integrated heterogeneous systems (3D-IHS), and (c) their demonstration considering case studies for high-performance and embedded applications. Our current progress has made following major observations:

- **TSV Defects and Signal Recovery**: We have developed an on-chip test and signal recovery circuit to detect TSV defects and if required perform signal recovery [1]. The circuit detects the resistive shorts through the oxide liner in a TSV before bonding and variation in TSV/bonding resistance after bonding considering open. The test circuit reconfigures itself as a signal recovery circuit for TSVs with weak defects to maintain the signal fidelity of the system.
- **TSV-to-TSV coupling**: We have modeled the TSV-to-TSV coupling in 3D ICs [2]. A full-chip analysis flow is developed based on the coupling model. Analysis results showed that TSVs cause significant coupling noise and timing problems despite that TSV count is much smaller compared with the gate count. TSV shielding and buffer insertion are explored as possible approaches to alleviate TSV-to-TSV coupling. We show that both approaches are effective in reducing the TSV-caused-coupling and improving timing.

- **TSV-to-Device Interaction**: We have showed the interactions 3D Via potential and electrical behavior of neighboring transistors. Considering a 3D stack of Fully-Depleted Silicon-On-Insulator (FDSOI) devices and using device simulation, we have shown that the back-gate electric field of FDSOI devices can be significantly modulated by potential of Through-Oxide-Via (TOVs) placed in close proximity [3]. Consequently changes in the TOV potential result in variation in threshold voltage and leakage current of neighboring FDSOI devices.

- **Clock-Delivery in 3D ICs and Effect of 3D Vias**: We have presented 3D clock delivery methods. Our methodology optimizes the number of TSVs and buffers, and their placements to design robust 3D clock trees [4]. We have observed that increasing the number of TSVs significantly reduces the clock skew. Further, the use of multiple TSVs in the 3D clock tree helps reduce the variability in the clock-skew due to process variations in TSVs, transistors, and 2D wires.

**Keywords**: 3D integration, Heterogeneous System, Signal Integrity, Die-to-die coupling, Through-Silicon-Vias
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TASK 1836.076, ULTRA-LOW POWER DELAY-INSENSITIVE ASYNCHRONOUS CIRCUITS
PI: DR. JIA DI, UNIVERSITY OF ARKANSAS, JDI@UARK.EDU
CO-PI: DRS. SCOTT C. SMITH AND H. ALAN MANTooth

SIGNIFICANCE AND OBJECTIVES
Leakage power has become a critical factor for deep submicron digital CMOS ICs. This project will evaluate the integration of MTMOS power gating with delay-insensitive asynchronous logic for reducing leakage in both active and standby modes, as well as explore the ultra-low voltage asynchronous circuit design opportunity.

TECHNICAL APPROACH
Since the spacer cycle of a dual-rail delay-insensitive asynchronous component is equivalent to gating the power of this component and forcing the output to logic 0, these circuits can enter sleep mode after every data cycle, while the circuit is in operation, and the handshaking signals between registers can be used as sleep control signals to control the power gating transistors. This approach has several merits: 1) limiting leakage in both active and sleep modes; 2) alleviating the effort and complexity of designing the sleep signal generation mechanism; 3) reducing the area overhead; and 4) facilitating the tool flow development.

SUMMARY OF RESULTS
Delay-insensitive asynchronous logic like the NULL Convention Logic (NCL) utilizes dual-rail encoding to achieve delay-insensitivity. The truth table of a dual-rail signal is shown in Table 1. The architecture of NCL systems consists of delay-insensitive combinational logic sandwiched between NCL registers, which use handshaking signals to coordinate circuit behavior. After a DATA state, the circuit needs to undergo a NULL state before the next DATA state in order to avoid the previous data being overridden by the next data.

Table 1: Dual-Rail Signal Truth Table

<table>
<thead>
<tr>
<th>State</th>
<th>DATA0</th>
<th>DATA1</th>
<th>NULL</th>
<th>Invalid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rail 1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Rail 0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

NCL circuits are comprised of 27 threshold gates. The primary type of threshold gate is the THm gate, where 1 ≤ m ≤ n. THm gates have n inputs; at least m of the n inputs must be asserted before the output will become asserted; and NCL threshold gates are designed with hysteresis state-holding capability, such that after the output is asserted, all inputs must be deasserted before the output will be deasserted.

MTMOS power gating structure is incorporated into each threshold gate. Due to the removal of reset and hysteresis functions, the resulting gates are actually smaller, as shown in Figure 1 (circuited transistors are high-Vt). Moreover, sleeping instead of propagating NULL allows for the use of input-incomplete functions, which significantly reduces area.

![Figure 1: Incorporating MTMOS Power Gating into NCL Threshold Gates](image)

In order to maintain delay-insensitivity and maximize leakage saving, a series of innovations including early-completion detection, sleep-enabled register and completion detection unit design, have been applied. Handshaking signals, which indicate the DATA/NUL status of pipeline stages, can be used as sleep control signals. Figure 2 shows the overall MTMOS NCL (MTNCL) architecture.

![Figure 2: MTNCL Architecture with Sleeping Combinational Logic, Completion Detection, and Registers](image)

Keywords: MTMOS, delay-insensitive, asynchronous, ultra-low power, CAD tool
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Interconnects used in clock buffers, signal buses, network-on-chips, memory wordlines/bitlines, and high-speed I/Os are critical components in modern ICs. The resistance and capacitance associated with long wires, which have not scaled well in advanced processes, may result in aging behavior in interconnect dominated paths that is drastically different from logic dominated paths. Although there have been previous works showing the impact of fanout load on transistor aging, practically no attention has been paid to the aging behavior in interconnects with long wire loads. For the first time, this work presents measurement results highlighting the dependence of Bias Temperature Instability (BTI) and Hot Carrier Injection (HCI) induced aging on wire length.

TECHNICAL APPROACH
The previous “all-in-one” silicon odometer framework [3-4] was adopted to separate the BTI and HCI contributions with picosecond order resolution and microsecond measurement interrupts. Measurements from a 65nm test chip show that BTI-induced degradation decreases with longer interconnect lengths while HCI exhibits a non-monotonic behavior with interconnect length. A simple model is proposed using circuit parameters that affect the BTI and HCI degradation in interconnect drivers.

SUMMARY OF RESULTS
Interconnect length vs. BTI: The BTI induced frequency shifts after 19 hours of stress at 2.4V are shown in Fig. 1. The amount of BTI aging monotonically decreases with longer interconnect lengths for the different stress conditions. This can be explained by the longer transition time with longer wires which results in a shorter time period the transistors are exposed to a full BTI stress bias. Fig. 1 also reveals a weaker interconnect length dependency for a lower AC stress frequency of 100MHz due to the smaller fraction of time spent on signal transition compared to a higher frequency of 300MHz.

Interconnect length vs. HCI: The effect of HCI in Fig. 2 shows a non-monotonic relationship with wire length. This is a somewhat unexpected trend and can be attributed to two factors: (i) a longer wire reduces the peak current through the transistors which has the effect of a smaller effective stress voltage. The reduction in stress voltage can be expressed as the ratio between the transistor resistance and the wire resistance. (ii) A longer wire makes the current pulse wider due to the larger wire capacitance which has the effect of increasing the effective stress time compared to a shorter wire. The combined effect can be used to explain the non-monotonic relationship in Fig. 2.

<table>
<thead>
<tr>
<th>Interconnect Length (μm)</th>
<th>Frequency Shift (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25°C, 2.4V, 100MHz</td>
<td>-</td>
</tr>
<tr>
<td>25°C, 2.4V, 300MHz</td>
<td>-</td>
</tr>
<tr>
<td>85°C, 2.4V, 300MHz</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 1: Measured BTI data (in markers) and modeling results (lines) show good agreement.

Figure 2: Measured HCI data (in markers) and the proposed HCI model (lines) show good agreement across different interconnect lengths and stress conditions.

Keywords: interconnect odometer, BTI, HCI.
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SIGNIFICANCE AND OBJECTIVES

The successive approximation register (SAR) ADC architecture is attractive for integration in aggressively scaled CMOS, primarily since it does not rely on linear amplification blocks. This project aims to push the performance of SAR ADCs to the next level achieving both high resolution (~12 bits) and high speed (>150 MHz) in 40/65 nm CMOS technology. These specifications are required e.g. in wireless base station receivers.

TECHNICAL APPROACH

Aggressive scaling of unit capacitances in a SAR ADC allows the designer to set the input capacitance according to the thermal noise limit, resulting in lower switching energy and faster conversion speed. Recently published SAR ADC's have reported unit capacitors in the range of 0.5 – 1 fF, but little data is available for their matching characteristics. An innovative test structure to measure these mismatch characteristics has been designed and sent out for fabrication. In addition, a prototype IC to validate the idea of time constant matching is currently being designed. Findings from the above-described two chips will be used to design the final SAR ADC targeting resolution >12 bits, and $f_s = 200$ MHz.

SUMMARY OF RESULTS

The top level schematic of the test structure designed to measure mismatch characteristics of small unit caps is shown in Figure 1. It consists of a capacitance array, a comparator and a thermometer coded resistive DAC. The comparator and the resistive DAC together operate as a linear SAR ADC. The capacitances in the array are switched in order to generate a (mismatch-induced) error voltage that is subsequently digitized using the SAR ADC. These digital codes are then used to estimate the mismatch variance of the unit caps used in the array. For this prototype IC, two sets test structures were designed with unit capacitances of 0.5 fF and 1.5 fF, respectively. 48 such test structures each were put on the die to guarantee sufficient statistics. The chip layout is shown in Figure 2. Measurement result for this chip will be available in early 2012.

Figure 1: Test structure for measuring variance of small capacitors. Two such structures with unit caps of 0.5 fF and 1.5 fF have been designed.

Fig.2 Layout of the chip designed to measure the mismatch characteristics of small capacitances.

Keywords: Capacitor matching, Time constant matching, CMOS, Successive approximation, ADC
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SIGNIFICANCE AND OBJECTIVES
We introduced and demonstrated different design techniques and architectures for analog circuits down to 0.5V in earlier research. However, with the continued advances in CMOS technologies and applications, it is desirable to develop digital assisted solutions for high performance interface circuits that can operate under flexible supply voltages. This project proposes to investigate the in-situ digital biasing techniques for supply scalable analog interfaces on nano-scale CMOS processes.

TECHNICAL APPROACH
A supply scalable continuous-time sigma delta modulator with embedded digital biasing will be designed and fabricated to learn about the opportunities of digital intensive biasing techniques. A continuous-time implementation offers relaxed sampling network requirements and largely eliminates signal-path switches which is advantageous for low voltage operation. Digital biasing loops will be investigated for scalable supply operation and further avoids the use of large area of passive components. It is anticipated that the digital intensive biasing solutions will be very compact and flexible so that they enable in-situ biasing for each block.

SUMMARY OF RESULTS
The architecture of a cascaded 2-1 CT sigma-delta modulator with digital noise cancellation filters is shown in Figure 1.

By using system level simulations, the design requirements of building blocks have been evaluated, such as operational trans-conductance amplifier unity-gain bandwidth, DC gain and continuous-time filter component value (RC) tolerance.

For the scalable supply operation, a digital supply monitoring circuit that depends on the supply voltage is planned to setup the bias configuration. To optimize the signal swing at the different supplies, a digital biasing loop to the common-mode biasing is proposed in this project. An example of an amplifier with digital biasing loop that is currently under investigation is shown in Figure 2.

Figure 1: Architecture of a cascaded 2-1 CT SDM.

Figure 2: An example of an amplifier with digital biasing loop.

INDUSTRY INTERACTIONS
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SIGNIFICANCE AND OBJECTIVES

Loop-back testing has many advantages for RF transceivers, including the elimination of RF testers and ease of on-chip implementation. However, it is rarely used due to the coupling between RX and TX parameters. This project aims at developing techniques for detailed characterization in the loop-back mode.

TECHNICAL APPROACH

In the loop-back mode, signals are applied at the transmitter input and are captured at the receiver output. These signals are all in the baseband domain. The input-output relation of this complete path is affected by all parameters of the system and this relation is often complex. An analytical model of the system can be derived including all the parameter of interest but cascading the behavior of blocks in the path. This model can be used to extract the parameters of the system through signal processing and intelligent signal design that helps in decoupling the effects of various parameters.

SUMMARY OF RESULTS

The analytical model of a transceiver system includes the behavior of the system blocks, such as DACs, LNAs, filters, etc. and their parameters. Most of the important impairments of the system can be included in the model. These parameters include mismatches in the IQ path, including phase and gain mismatch and time skews. In addition DC offsets and non-linearity coefficients affect the performance of the overall system and need to be characterized. Figure 1 shows an example for the model of the overall transceiver with these parameters.

![Diagram](image)

Figure 1: An example of the TX-RX loop-back model that includes the parameters of interest

Based on this model, it is possible to analytically express the output signal based on the input signals and system parameters. The relation between the input-output signals will be a complex function of the modeled system parameters. Once this model is derived, multiple techniques can be used to process the input-output signals to derive the internal parameters of the system. In this work, we have used non-linear signal estimation techniques (NLS) for this purpose. This technique has been demonstrated for simple GSM systems as well as more complex WiMax systems on experimental platforms that span from using multiple test equipments (vector signal generators and analyzers) as devices under test from using off-the shelf components to build transceivers, to using commercial transceivers.

Test signal design is an important part of success for such an approach. At any step of the testing, the power of the modulated test signal significantly affects the accuracy of the extraction process. The test signal power needs to be set in a way to emphasize the effect of desired parameters. In some cases, this is not possible for all the parameters of interest at once. Multi-step extraction techniques have been developed to solve this problem.

Table 1 shows sample results for parameter extraction using two testers as DUT.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Injected</th>
<th>Mean</th>
<th>ST Dev.</th>
<th>RMS Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi_T$</td>
<td>5.0°</td>
<td>4.935°</td>
<td>0.202°</td>
<td>0.207°</td>
</tr>
<tr>
<td>$g_{tx}$</td>
<td>-0.25</td>
<td>-0.256</td>
<td>0.0079</td>
<td>0.095</td>
</tr>
<tr>
<td>$g_{rx}$</td>
<td>-4.3°</td>
<td>-4.347°</td>
<td>0.146°</td>
<td>0.150°</td>
</tr>
<tr>
<td>$g_{r}$</td>
<td>0.1</td>
<td>0.095</td>
<td>0.0038</td>
<td>0.0059</td>
</tr>
<tr>
<td>$\tau_1$</td>
<td>38 ns</td>
<td>39.28 ns</td>
<td>0.79 ns</td>
<td>1.49 ns</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>51 ns</td>
<td>48.70 ns</td>
<td>2.23 ns</td>
<td>2.53 ns</td>
</tr>
<tr>
<td>$D_{CQ}$</td>
<td>0.2 V</td>
<td>0.195 V</td>
<td>2.57 mV</td>
<td>5.55 mV</td>
</tr>
<tr>
<td>$D_{CQ}$</td>
<td>0.15 V</td>
<td>0.155 V</td>
<td>3.95 mV</td>
<td>6.33 mV</td>
</tr>
</tbody>
</table>

Table 1: Extraction Accuracy for a Loop-back System that Includes Two Testers

Keywords: RF test, loop-back, RF Built-in-self-test, IQ mismatch, non-linearity

INDUSTRY INTERACTIONS

Texas Instruments, Intel

MAJOR PAPERS/PATENTS


SIGNIFICANCE AND OBJECTIVES
Process variation degrades operation of analog subsystems and high performance I/O. While sources of process variation are well understood, methods to combat its effects are ad-hoc with power and area costs. This project explores circuit techniques to improve calibration of high performance I/O blocks at a reduced cost.

TECHNICAL APPROACH
Year one of this project focuses on current mode calibration DAC’s with improved INL and DNL. This is accomplished through combining two methods. First, extra redundant DAC cells are added to enable elimination of “outlier” high variation cells. Second, cells are selected in an order such that the variation in the sum (INL) is reduced. Careful design of all circuits is required to reduce overhead and allow low power operation.

In subsequent years, similar design techniques will be applied to design of low offset comparators. Stochastic design approaches to reduce variation with knowledge of local correlations will also be explored.

SUMMARY OF RESULTS
Since the initiation of this project in February, methods to improve the linearity of calibration DAC’s for application to high performance I/O have been studied and simulated. Based upon these results, an 8 bit current mode calibration DAC with 16 redundant cells has been designed and sent for fabrication. In addition to implementing the redundant cells an encoding/decoding scheme to identify and eliminate high variation cells has been implemented. Figure 1 shows the results of Monte Carlo simulation of DNL a current mode DAC based on the extracted layout. Several Monte Carlo simulations from extracted layout of the DAC were performed, each with improvement in DNL individually (typically between 20-100%).

In addition, a scheme to select rows of the DAC in the best order to preserve INL has also been instantiated and taped out in 65nm CMOS. Matlab simulation of 3-sigma INL shows almost 2X improvement expected for this scheme based upon 5000 samples. This gives an indication of improvements in yield.

Fabricated silicon designs are expected to return for measurement in the fall.

Figure 1: DNL from Monte Carlo simulation based on extracted layout of DAC without (top) and with (bottom) addition of redundant cells. Redundancy improves DNL from 1.26 to 0.6.

In years two and three of this project measurement of calibration DAC’s will continue, and in addition we will study the design of low input offset receiver comparators. Candidate approaches to improve input matching include adding a redundant input branch that can be eliminated, use of a dynamic matching approach to switch input polarities and average out errors, traditional feedback loops, and use of local stochastic correlation to reduce variation in input pairs. Impact of improved calibration will be measured by applying these designs and DAC designs to models of I/O systems.

Keywords: process variation, calibration, INL, DNL, receiver offset
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Clock-Date-Recovery (CDR) circuits are typically analog intensive, power consuming, occupying large silicon area, and requiring a reference clock. The objective of this project is to design a truly digital reference-less CDR that can handle any data rate up to 16 Gb/s with small silicon area, low power and superior jitter performance.

TECHNICAL APPROACH

Our CDR architecture employs a novel digital scheme where frequency acquisition and phase detection are performed in lower-speed digital domain, resulting in very low power dissipation and small silicon area. Using a wide-band DCO and wide-band Phase interpolator (PI) along with a frequency locking loop (FLL), the architecture can accommodate data rate from hundreds of MHz to 16 GHz, and automatically detect and acquire the new data rate without the need for an external reference clock. In addition, the DPLL architecture can achieve superior jitter performance by decoupling jitter transfer and jitter tolerance without introducing jitter peaking.

SUMMARY OF RESULTS

Figure 1: The DPLL-PI-based reference-less digital CDR.

The project started in March 2011. Fig. 1 shows the PI-DPLL-based reference-less CDR architecture. In the first year of the project, an 8-16GHz DCO with octave frequency tuning range is current being designed (shown in Fig. 2(a)). Mutual coupling inductor is employed for large DCO tuning range with minimum Quality factor (Q) degradation and small silicon area (Fig. 2(b)). A novel 4-8 GHz PI circuit has been designed achieving good linearity with low power. Fig. 2 (c) shows the architecture of the PI consisting of a Trigonometric coefficient PI (TPI) cascaded with a linear coefficient PI (LPI). The schematics of TPI and LPI are shown in Fig. 2 (d) and (e). The first IC consisting of the DCO and PI and their test circuitry will be tape-out in Feb. 2012. In the second and third years of this project the focus will move to implement the entire PI-DPLL-based CDR architecture including the FLL loop and equalization circuit.

Figure 2: (a) wide-band DCO. (b) mutual-coupling inductor. (c) Wide-band PI architecture. (d) TPI circuit. (d) LPI circuit.

Keywords: Reference-less CDR, DCO, Phase Interpolation, Jitter Transfer, Jitter Tolerance
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![Diagram of health care circuits](image)

### Summary of Accomplishments

<table>
<thead>
<tr>
<th>Circuits (Health Care)</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constructed recombinant proteins that can transduce endogenous information outside of a cell. These recombinant proteins “carry” tags that can be identified from a BioFET. (1836.061, PI: L. Bleris, University of Texas at Dallas)</td>
<td></td>
</tr>
<tr>
<td>A granular decision making approach has been proposed. It reduces the microcontroller (MCU) active cycle to 25.2% resulting in 78.2% reduction in power consumption. This configuration could maintain 99.0% sensitivity on the test data. (1836.052, PI: R. Jafari &amp; W. Namgoong, University of Texas at Dallas)</td>
<td></td>
</tr>
<tr>
<td>Demonstrated a fully-differential high-voltage (HV) linear amplifier using TI’s 0.7 μm LBCSOI 120 V technology to achieve a signal swing of 180 V and extremely low HD2 (&lt; -58 dB). (1836.043, PI: P Gui, Southern Methodist University)</td>
<td></td>
</tr>
<tr>
<td>Developed a SPICE Macromodel of Field-Effect-Transistor based nanoscale silicon biological sensors. (1836.055, Eric Vogel, University of Texas, Dallas)</td>
<td></td>
</tr>
<tr>
<td>Demonstrated the first in-vitro photo-voltaic driven CMOS implanted MRI compatible electrocardiography sensor. (1836.071, PI: A. Hassibi, University of Texas, Austin)</td>
<td></td>
</tr>
</tbody>
</table>
TASK 1836.042, ADAPTIVE DATA PREDICTION BASED RECEIVER FOR POWER-EFFICIENT HIGH-RESOLUTION ULTRASOUND IMAGING SYSTEMS

DONGSHENG MA, THE UNIVERSITY OF TEXAS at DALLAS, dxm101000@utdallas.edu

SIGNIFICANCE AND OBJECTIVES
The market demand for a portable ultrasound system is quickly growing, which desires a low-power consumption, high-resolution, and compact-size system. The objective of this research is to develop an adaptive data prediction based (ADPB) ultrasound imaging receiver to meet the performance requirements within strict power limits.

TECHNICAL APPROACH
The architecture of the proposed ADPB receiver is shown in Fig. 1 (a). In such a system, a feedback loop which consists of an amplifier, a mid-resolution ADC, an adaptive linear predictor and a DAC is employed to generate a fine residual signal. The wide dynamic-range requirement can be significantly relaxed by only quantizing the residual signal instead of the original input signal.

A 4th-order Least-Mean-square (LMS) algorithm is also proposed to implement the adaptive linear prediction, as shown in the Fig. 1 (b). There are two basic processes: (1) a filtering process, which involves computing the output of a transversal filter produced by a set of tap inputs. (2) An adaptive process, which involves the automatic adjustment of the tap weights of the filter in accordance with the estimation error.

SUMMARY OF RESULTS
The reconstructed ultrasound image by using the ADPB receiver shows is shown in Fig. 2 with an 83-dB dynamic range.

Figure 2: Reconstructed ultrasound imaging by using proposed ADPB receiver.

Table I lists the performance comparison of current industrial products and the proposed ADPB receiver. By removing the time-gain amplifier in traditional ultrasound analog front-end circuitry and employing a low resolution ADC, the power consumption per each channel of the ADPB receiver can be reduced 75%, which is as low as 30 mW. Moreover, due to the linear prediction and feedback mechanism, the output dynamic range of the receiver is up to 83 dB, which is significantly beyond the present commercial products. In this case, the quality of the ultrasound image is garmented.

<table>
<thead>
<tr>
<th>Company</th>
<th>TI</th>
<th>ADI</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Products</td>
<td>AFES805</td>
<td>AD9271</td>
<td>Proposed</td>
</tr>
<tr>
<td>Power/Channel (mW)</td>
<td>122</td>
<td>150</td>
<td>30</td>
</tr>
<tr>
<td>ADC Resolution (bits)</td>
<td>12</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Dynamic Range (dB)</td>
<td>54</td>
<td>54</td>
<td>83</td>
</tr>
</tbody>
</table>

Keywords: Ultrasound Imaging Receiver, High Resolution, Dynamic Range, Adaptive Data Prediction
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SIGNIFICANCE AND OBJECTIVES
Existing ultrasound transmitters use high-voltage (HV) pulser drivers to excite the transducer, which have very limited usages in enhanced ultrasonic imaging. This project seeks to design a monolithically integrated HV linear amplifier for enhanced ultrasonic imaging quality.

TECHNICAL APPROACH
Ultrasonic transmitter driver requires large signal swing (up to 180V), high slew rate (on the order of V/ns), large bandwidth (1-20 MHz), and low harmonic distortions (below -45dB). We explore different circuit architectures and circuit design techniques to achieve the above design goals. Both fully differential circuit architecture and single-ended totem-pole topologies are explored. Novel circuit blocks such as current-feedback amplifiers and dynamic biasing are designed to increase the bandwidth of the HV amplifier bandwidth and power efficiency respectively. On the system level, digital pre-distortion (DPD) technique is employed to further improve on the linearity, bandwidth, and reduce the power consumption.

SUMMARY OF RESULTS
In the first year of the project, we successfully designed, implemented, and demonstrated a fully-differential high-voltage (HV) linear amplifier using TI’s 0.7 µm LBCSOI 120 V technology to achieve a signal swing of 180 V and extremely low HD2 (< -58 dB). The results achieved exceed the performance of TI’s existing TX517 chip. One drawback of the fully-differential structure is that a transformer is needed at the output to combine the differential signal into a single-ended (SE) signal. In this aspect, it is desirable to have a SE HV linear amp with comparable performance. However, a SE amplifier typically suffers from high HD2. We proposed a digital pre-distortion (DPD) technique to reduce the harmonic distortions in a SE linear amplifier. In the second year of the project, we designed an SE rail-to-rail HV linear amplifier using a 200 V CMOS technology. Current-feedback amplifier technique is used to obtain high slew rate and high bandwidth. Dynamic biasing technique is used for improved power efficiency. System-level DPD improves the linearity and further increases the bandwidth and power efficiency. The second version of the monolithic IC will be taped-out in Oct. 2011. Figure 1 depicts the system block diagram of the HV current feedback rail-to-rail class-AB with the DPD scheme. Fig. 2(b) is the measured frequency spectrum with low HD2 achieved using DPD. The third year of the project will focus on the measurement of the proposed HV IC architecture and circuits, and characterization of the reliability of the HV devices and technology.

Figure 1: HV current feedback rail-to-rail class-AB linear amplifier with digital pre-distortion scheme.

Figure 2: (a) Current-feedback output amplifier. (b) Measured frequency spectrum showing a 20 dB improvement in the linearity by using digital pre-distortion technique.

Keywords: high-voltage, linear amplifier, HD2, power efficiency, pre-distortion, ultrasound.
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We will provide a complete design framework for an ultra low power signal processing module that will activate full signal chain only when patterns of interest from sensors (motion, ECG) are identified. The ultra low power signal processing module will be designed to operate at minimum supply voltage levels.

TECHNICAL APPROACH
We propose an ultra-low power and light-weight analog front end signal conditioning module for inertial sensors that can perform preliminary signal processing without activating the main signal chain. The preliminary signal conditioning will be performed by means of pattern recognition, at the beginning with very low power and low precision, gradually increasing the power and precision. When a particular pattern of interest is likely recognized, the next stage is activated and eventually, the complete signal chain is activated, when necessary, for further comprehensive processing. For patterns of interest that have a low duty cycle (~1%), we expect to reduce the overall power consumption of the system by several orders of magnitudes.

SUMMARY OF RESULTS
The tiered wake-up module, which is composed of several coarse to fine grained screening classifiers, is responsible for screening sensor readings and activating main processing unit upon arrival of an event (or action) of interest. The screening is implemented by template matching using normalized cross correlation and dynamic time warping, implemented in hardware using simple adders and multipliers. The tunable parameters for template matching include the time duration of actions considered for cross correlation calculation, the number and the location of samples within each action, and the bit resolution for samples. This allows to adjust the power and the sensitivity of the signal processing in each template matching block.

For our preliminary study, we collected data from five participants each wearing a 3-axis accelerometer on their waist. Every participant performed seven actions (e.g. 'sit to stand', 'sit to lie', etc.), 20 times each. 'Sit to stand' was assumed to be the target action. We used this data for template generation and matching.

To measure the power consumption of the template matching blocks, they were implemented using Verilog

and synthesized with the 180 nm IBM standard cell library. Power measures were further computed with switching activity generated by the real sensor data. The sensor data are often slowly changing, resulting in perhaps small changes in a few LSBs. This generates smaller number of transitions and minimally affects the switching power of the multipliers and adders. On average, the power consumption of the template matching blocks range from 10’s to 100’s of nW.

Using the proposed Granular Decision Making, the microcontroller (MCU) active cycle reduces to 25.2% resulting in 78.2% reduction in power consumption. This configuration could maintain 99.0% sensitivity on the test data. In practice, the duty cycle of the target activity is much lower than 25%, e.g. < 5%, and applying our approach will result in much more power savings. Note that the power consumption of GDMM is in the order of uW and is negligible compared to mW power budget required for MCU

Keywords: low power signal processing, programmable signal processing block, wake-up circuitry
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SIGNIFICANCE AND OBJECTIVES
Nanoscale chemical and biological sensors have been demonstrated, but little attention has been given to SPICE models and support circuitry. This project will develop physically realistic SPICE models for the sensor device. SPICE model creation will be followed by design of suitable support circuitry for a complete system.

TECHNICAL APPROACH
The design of circuits to support the biological sensor will require a suitable SPICE model which comprehends the unique properties of this device. Generating such a SPICE model in turn requires a thorough understanding of the physics of the sensor and its operating environment. To improve the understanding of the biosensor device physics and generate the necessary data for a suitable SPICE model, a combination of theoretical analysis and TCAD modeling is being utilized. With a SPICE model available, block specifications will be defined and reference support circuits developed.

SUMMARY OF RESULTS
An example of the sensor element under study is shown in Figure 1. Studies during the first year of this project provided understanding of the device physics of the biosensor configuration as well as bias conditions and coupling of the back gate to the overlying electrolyte. During this year, understanding of biasing methods for the biosensor has been refined, and the methods for biasing the sensor have been analyzed and compared. [1]

Development of the biosensor SPICE model has been based on a membrane model which describes the sensor/electrolyte system in terms of various layers (Helmholtz layer, Gouy layer) within the electrolyte and their effect on the site-binding charge at the sensor surface. This model enables calculation of the potential across the various layers within the sensor system, and allows the sensor system to be represented as an equivalent circuit which is implemented as a subcircuit within the SPICE simulator. The equations derived from the membrane model were embedded within the SPICE subcircuit for use during circuit design and simulation. [2] The resulting macromodel is responsive to the pH of the electrolyte as well as the protein concentration of the sample. Response of the biosensor drain current, as modeled in SPICE, as a function of gate voltage and protein concentration is shown in Figure 2.

Figure 1: (a) Photograph of sensor chip mounted on microfluidic delivery system (b) Sensor cross-section with measurement circuit.

Figure 2: Simulated response of biosensor drain current in response to protein concentration variation based on SPICE macromodel.

In the third year of this project the initial focus will be on fitting the SPICE model more accurately to measured biosensor data. Further work will refine the specifications for support circuitry blocks necessary to form a complete sensing platform and design of support circuitry in a realistic industry process.

Keywords: Chemical, Biological, Sensor, SPICE, model.
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SIGNIFICANCE AND OBJECTIVES
The objective of this project is the implementation of molecular circuits capable of responding to specific cellular disease-related signals and producing accordingly outputs that can be quantified using biologically modified field-effect transistors.

TECHNICAL APPROACH
Molecular gene circuits with limited capacity have been developed in biochemical and biological contexts [1]. We propose a paradigm shift: we will provide a general-purpose framework for bridging endogenous cellular to extracellular information. We propose to engineer multi-component RNA- and protein-based biosensor circuits designed to: (a) detect complex conditions related to abnormal expression of a number of molecular signals in mammalian cells, (b) upon detection release biologically active modules in order to transduce the information to external devices.

SUMMARY OF RESULTS
Complex combinations of abnormally expressed genes are an excellent indicator of multi-gene disorders. A system capable to detect these conditions may be used as a highly selective tool for diagnosis and treatment (Figure 1).

Figure 1: The biomolecular sensor responding to endogenous signals and producing an output that can be quantified by a bioFET.

We will provide a framework for bridging endogenous cellular to extracellular information in a “universal” bioFET, programmable by reagents that are prepared according to the tissue type and disease.

Experimentally, we have been constructing recombinant proteins that can transduce endogenous information outside of a cell (Figure 2). In addition, we engineer these recombinant proteins to “carry” tags that can be identified from a bioFET.

Figure 2: (left) We introduced in kidney cells a fusion of a fluorescent protein to neuromodulin signal that assists in transporting this protein to the membrane, (right) we produced exosomes secreting fluorescent proteins.

We performed extensive modeling and simulations to determine suitable architectures for implementation [2]. From these simulations we selected and currently study a range of candidate molecular circuits (for example the system illustrated in Figure 3).

Figure 3: A molecular circuit [3] with coupled positive and negative feedback that can produce oscillations in the output or alternatively operate as a switch between states.

Finally, we identified [4] biological correlates to electrical analog components towards rational and standardized methodologies for gene circuit engineering. We show that gene circuit parameters can be used in a similar manner as varying the values of inductors, resistors, and capacitors when tuning an electrical circuit.

Keywords: Synthetic Biology, Biosensors, and BioFETs.
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TASK 1836.064, ULTRA-LOW-POWER ANALOG FRONT-END IC DESIGN FOR IMPLANTABLE CARDIOVERTER DEFIBRILLATOR (ICD) DEVICES
TASK LEADER: PROF. DONALD Y.C. LIE, TEXAS TECH UNIVERSITY, DONALD.LIE@TTU.EDU

SIGNIFICANCE AND OBJECTIVES
This project investigates the design details of the ultra-low-power analog front-end (AFE) integrated circuits (ICs) for an implantable cardioverter defibrillator (ICD). Both system and circuits level design will be considered to minimize its power consumption. Note the AFE IC must be always on so its power needs to be minimized.

TECHNICAL APPROACH
For the system-level design considerations of an ICD, we have first looked into the intra-cardiac electrogram (EGM) and its amplitude and frequency ranges for the proposed AFE IC. The measured EGM data is taken from a real human subject available from the Physionet, and our AFE IC includes an instrumentation amplifier (INA), a bandpass filter (BPF), a variable gain amplifier (VGA), and an analog-to-digital converter (ADC). Various novel circuits and system design techniques will be explored to reduce its power consumption while still capable of continuously monitoring the heart rate to ensure proper pacing and possible defibrillation.

SUMMARY OF RESULTS
A proposed system [1] allows the two parallel channels sharing the same VGA+ADC pair, where a non-overlapping clock signal is used to control the switches to toggle every 200 ms from the Brady filter to the Tachy filter and vice versa (Fig. 1). At any given time, only one channel of signal flows into the VGA and ADC pair. This method can save power by eliminating a VGA+ADC pair.

Figure 1: A simplified system diagram of our proposed AFE IC for an ICD, with parallel bradycardia and tachycardia channels sharing the same VGA and ADC to save power.

Figure 2 illustrates the proposed single-ended 8-bit successive approximation register (SAR) ADC with reference voltage equal to \( V_{ref}/2 \) [2] to digitize input signal with the amplitude of \([0, V_{ref}]\). The proposed SAR ADC reduces the size of binary-weighted capacitor array by 50%, and the average power consumption in the DAC during digitizing by 87.5%.

Figure 2: Our proposed ultra-lowpower single-ended SAR ADC

In the 2nd and the 3rd years of this project, our focus will be on the whole AFE IC design (Fig. 3). Moreover, power-efficient IC design techniques will be carefully examined. For example, an ultra-lowpower BPF with sub-threshold CMOS transconductors and wide linear range and a higher resolution low-power ADC are under development.

Figure 3: A layout of our proposed ICD AFE IC designed in a 0.35-μm technology (including INA, BPF, VGA and ADC)

Keywords: implantable cardioverter defibrillator (ICD), analog front-end (AFE), ultra-lowpower, sub-threshold.
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DNA sensors or biosensors are used to identify and detect various molecules and biochemical analytes. Existing DNA sensors employ expensive label-based detection techniques. Here, recognition of label-free DNA using simple resonators is achieved by detecting resonant frequency changes when the sample is hybridized.

**TECHNICAL APPROACH**

The proposed system employs microwave resonator-based sensors in a voltage-controlled oscillator (VCO) embedded in a time multiplexed frequency synthesis loop to enhance DNA detection sensitivity. Sensor operation is based on the presence of DNA on top of an electromagnetic (EM) planar resonator inducing a shift in resonant frequency (and corresponding VCO oscillation frequency) due to changes in EM field distribution around the resonator depending on the DNA hybridization state. In the proposed system, correlated double sampling (CDS) is applied at high speed to reduce the effect of flicker noise on the output frequency measurements.

**SUMMARY OF RESULTS**

There are two main research phases in implementing the proposed system. The first phase is increasing the measurement accuracy of the frequency with minimal additional noise sources. The second phase is how to increase the sensitivity of the frequency shift with the material under test.

The basic idea of the first phase is to put the oscillator in a phase-locked loop (PLL) such that the control voltage changes in response to the presence of the sample.

If the divider setting is changed such that the control voltage returns to the same value, the frequency shift of oscillation will be the difference between the readings of the divider setting to get the same control voltage.

To enhance the sensitivity of the reading, system analysis of all the noise sources in the PLL was performed. In figure 1, this is the proposed block diagram of the system to enhance the sensitivity by using a correlated double sampling (CDS) approach. There are two oscillators, one with the sample and the other is used as a reference oscillator, with a switch that selects between the oscillators. The PLL will settle after the selection of the oscillator for a certain divider setting \( N \) giving a certain control voltage. The frequency shift can be determined as \( (N2-N1) \times f_{ref} \), where \( N1 \) is divider setting for the sample case and \( N2 \) is for the reference case. Figure 2 is the layout of the chip with an 8GHz system that is used for verification of the proposed method.

The second phase will be to study different resonators and their responses to DNA samples. This will be subdivided into three steps: resonator design, fabrication and gold deposition and DNA testing. The future plan is to perform these steps and to embed the DNA sensor into the implemented integrated circuit.

**Industry Interactions**

N/A

**Major Papers/Patents**

N/A
SIGNIFICANCE AND OBJECTIVES

Energy autonomous ICs that can harvest energy from environment are an enabling technology. Unfortunately, the existing energy harvesting methods generally require off-chip transducers that cannot be monolithically integrated with the embedded VLSI systems. We plan to create CMOS-compatible photovoltaic (PV) cells, as energy harvesting elements, and demonstrate their applicability in implantable sensor devices.

TECHNICAL APPROACH

To create CMOS PV energy harvesting system, we will take advantage of the existing photodiodes in the CMOS process. P+/Nwell is the optimal choice, since it offers anode and cathode floating nodes. The general approach in this project is to first design, fabricate and characterize the CMOS PV cells and evaluate their responsivity, I-V curve, and circuit model. In the next phases, we will study various voltage regulator architectures to generate “useful”, reliable, and VLSI-compatible voltages from them. The ultimate goal is to use this technology to enable a fully-integrated PV-driven implantable sensor.

SUMMARY OF RESULTS

As the first step, we designed, fabricated and measured the performance of CMOS PV cells in a 0.18 μm process. Based on the results shown in Fig. 1 (the responsivity and the I-V characteristics), we concluded that 10’s of μW of power can be harvested in ambient light conditions (indoor light) per mm². This amount of power is quite sufficient for many low power ICs applications. Examples are sensor nodes, low-power DSP units and burst-mode communication node. Furthermore, we implemented the CMOS PV cells in an implantable sensor system. As shown in Fig. 2, in this 2.5mm x 2.5mm sub-μW integrated system, the in-vivo physiological signals are first measured by using a sub-threshold ring oscillator-based sensor, the acquired data is then modulated into a FSK signal, and finally transmitted neuromorphically to the skin surface by using a pair of polarized electrodes. The total area for diode is this is approximately 3.5 mm². The results of this research have been published [1-2].

Keywords: Photovoltaic, Implanted Devices, Sensor, CMOS, Energy Harvesting
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Figure 1: Characteristics of P+/Nwell PV Cell in a 0.18 μm CMOS process.

Figure 2: PV-driven implantable sensor chip micrograph and architecture.
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# Safety and Security Thrust

![Graph showing frequency [GHz] vs. power dissipation [mW] for a 400-GHz phase locked loop and a 560-GHz signal generation circuit.]

## Summary of Accomplishments

<table>
<thead>
<tr>
<th>Circuits (Safety and Security)</th>
<th>Demonstrated key building blocks for a 400-GHz phase locked loop along with a 560-GHz signal generation circuit, both in 45-nm CMOS. (1836.036, PI: K. O, Univ. Texas, Dallas)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circuits (Safety and Security)</td>
<td>Demonstrated a Physically Unclonable Function (PUF) circuit in 45nm CMOS, and characterized a True Random Number Generator (TRNG) circuit over process variation. (1836.074, PI: W. Burleson, Univ. Massachusetts)</td>
</tr>
<tr>
<td>Circuits (Safety &amp; Secu.)</td>
<td>Demonstrated a compact (200 mm$^2$) Schottky Diode detector for measurements of voltages at 70-110 GHz using DC measurements (1836.008-1836.010, Kenneth K. O, University of Texas, Dallas)</td>
</tr>
<tr>
<td>Circuits (Safety &amp; Secu.)</td>
<td>Applied MMSE and Space time block coding in mm-wave imaging to reduce receiver complexity and to mitigate the interference among transmitted signals, respectively (1836.033, Mohammad Saquib, University of Texas, Dallas)</td>
</tr>
</tbody>
</table>
**Task 1836.008-010, Digital Assisted MM-Wave CMOS Circuits**

**J. E. Brewer, UF, joebrewer@windstream.net**

**K. K. O, UTD, k.k.o@utdallas.edu**

---

### Significance and Objectives

To improve yield and shorten time to market of millimeter wave CMOS circuits, this task is investigating the feasibility of incorporating digitally-controlled built-in tuning in millimeter wave circuits that mitigates the impact of process variations, modeling uncertainty of passive and active components.

### Technical Approach

Detectors placed at the input and output of front-end amplifiers and mixer outputs of an RF transceiver can be used for measurements needed for tuning/calibrating the receiver and transmitter. The key challenges for realizing a digital assisted system operating at millimeter wave frequencies are (1) inexpensively injecting test signals, (2) incorporating tuning elements which do not add significant parasitics and degrade circuit performance, and (3) realizing high impedance broadband detectors with sufficient dynamic range. This effort will understand these challenges, and the limitations in the context of a 77-GHz reconfigurable low noise and power amplifiers fabricated in 45-nm CMOS.

### Summary of Results

Test structures of tunable components including variable capacitors, inductors, and loads have been simulated and fabricated in 45-nm CMOS. The variable inductors have the measured maximum to minimum inductance ratio of ~1.1 instead of the simulated value of ~1.8. The Q-factor of variable inductors at 77 GHz is ~10. A tunable millimeter wave low noise amplifier in Figure 1 has been fabricated. The four stage amplifier includes four tunable inductors that can tune the inter-stage matching. In simulations, the gain center frequency can be tuned from 76 to 82 GHz. In measurements, the amplifier is tuned around 60 GHz. Additionally, because of the limited inductor tuning range, the center frequency can be tuned only between 58 and 61 GHz. The peak gain is ~10 dB.

Test structures of diode detectors are also fabricated in the same process technology. The insertion of high impedance detector introduces less than 0.5dB loss up to 50 GHz. The rms diode detector has measured dynamic range greater than 30 dB. The insertion loss could not be measured above 50 GHz because of the GS and SG bond pads for the structures. New structures using GSG pads have been taped out.

![Figure 1: Tunable amplifier layout and measurements](image)

Based on the measurements, the LNA and detector have been redesigned, integrated and taped out for fabrication. Detectors will also be integrated into the power amplifier. Lastly, techniques for tuning a set of circuit parameters, including gain, linearity, and noise performance will be investigated.

**Keywords:** tunable, mm-wave, low noise amplifier, power amplifier.
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SIGNIFICANCE AND OBJECTIVES
A key challenge to the manufacturability and robustness of designs at mm-wave frequencies arises from process and temperature (P&T) induced variations. This research focuses on the design of a phase-locked loop (PLL) based mm-wave frequency synthesizer for 77 GHz RADAR applications that is robust to such variations.

TECHNICAL APPROACH
The impact of process and temperature variations on PLL circuits will be investigated and critical sensitivities will be identified through simulation. Circuit and architectural solutions to minimize changes in performance metrics, and prevent catastrophic failures due to such variations will be implemented. Architectures that can provide adequate frequency span of circuits, such as oscillators and dividers, in order to compensate for process variations, without compromising the phase noise of the synthesizer will be investigated. Circuit techniques for controlling the gain and amplitude response of the phase detector and inter-stage buffers will be explored. The compensation techniques will be optimized for ensuring minimal power and area overhead.

SUMMARY OF RESULTS
A key design challenge in PLLs arises from variations in the VCO center frequency with process and temperature. In order to span a specific range of frequencies, the VCO needs to be designed with sufficient margin to accommodate these variations. Further these oscillators exhibit an inherent trade-off between phase noise and tunability.

To alleviate this trade-off, a dual-mode VCO has been proposed and designed. The design relies on active core reconfiguration around an LC resonator, as opposed to switching passive elements within the resonator. This allows for two modes of operation, with minimal change in the inductance-to-resistance ratio of the resonator. This in turn minimizes phase noise variation.

The above topology has been designed with nearly 10% tuning range at 64GHz in a 0.13 µm process. The main limitation on tuning range in this process is seen to arise from the parasitic capacitance of cross-coupled devices. In order to compensate the varactor loss, the cross-coupled devices of the VCO need to be sized to a provide a minimum negative resistance. At relatively longer channel length of 0.13 µm, larger device sizes are required compared to state of the art CMOS nodes, which leads to greater parasitic capacitance.

The impact of temperature variation has also been studied. This variation mechanism is seen to degrade tunability by approximately 2% due to change in varactor capacitance and $C_{eq}$ of the cross-coupled devices of the VCO. We have investigated the use of PTAT back gate compensation in an inversion mode varactor to compensate frequency shift due to temperature variation.

Temperature variation is seen to have a significant impact on phase noise. A key source of degradation at high temperatures arises from the resistance of the inductor metal, which has a positive temperature coefficient. A decrease in the quality factor with temperature degrades the swing, and in turn the phase noise. This degradation is compensated through bias current control.

In mm-wave applications, injection locked frequency dividers (ILFDs) are often employed in the first divider stage. These designs can operate at much higher frequencies, since they use resonant tanks, however they suffer from limited locking range. We have recently designed a low-power, wide tuning range ILFD. By using a larger Vgs on the input device compared to the LC tank of the ILFD, a locking range in excess of 20% is achieved.

Keywords: Frequency synthesis, phase-locked loop, variability, voltage-controlled oscillator, mm-wave design
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SIGNIFICANCE AND OBJECTIVES
The millimeter (mm) wave imaging system is well-suited for many safety and security applications for its exquisite properties and currently employs traditional radar technology. This imaging system is expensive and the system cost depends largely on hardware components used to manufacture transceivers/antennas. To reduce that cost, multiple-input-multiple-output (MIMO) radar technologies and smart image processing techniques are incorporated into the mm-wave framework.

TECHNICAL APPROACH
Recent studies suggest that MIMO radar yields better image resolution than the conventional one. However due to parallel transmission of the probing signals, MIMO system suffers from interference and therefore, we employ the minimum mean square error (MMSE) receiver. We also employ space-time block code (STBC) technique to eliminate the effect of interference between transmitted waveforms. STBC was originally proposed for wireless communication systems to increase the channel capacity via transmitting parallel independent waveforms. Our numerical results demonstrate that depending on the system configuration, MIMO radar with STBC and MMSE receiver is capable of providing the same image resolution as the traditional one but with almost 60% less antennas. Our above study did not consider hardware (e.g. A/D converter) related issues. They will be investigated thoroughly in future.

SUMMARY OF RESULTS
Now we present some numerical results to demonstrate that compared to the traditional radar, MIMO radar is capable of operating with a fewer number of transceivers without sacrificing the image quality. In our simulation, we consider a concealed weapon (revolver) as our test target; see Fig. 1 (left). The target area is divided into 24 range and 61 angle bins. Signal-to-noise ratio (SNR) is set to 20dB and probing waveforms are Hadamard codes scrambled with PN sequences. Fig. 1 (right) shows the image constructed with the traditional radar technology equipped with 16 antennas, where number of transmitter ($M$) = 1 and number of receiver ($N$) = 15. In Fig. 2 (left), it can be noticed that a MIMO radar system with $M = 3$ and $N = 8$ is capable of providing slightly better image resolution than the traditional one. Fig. 2 (right) demonstrates that further reduction of antennas is achieved when time reversal STBC technique is employed. In summary, MIMO radar technology is capable of providing the same image resolution as the traditional one but with significantly less number of antennas.

Keywords: millimeter wave (mm-wave) radar, multiple input multiple output (MIMO) antenna array, space-time block code (STBC), minimum mean square error (MMSE), image resolution.
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**TASK 1836.034, 77-81 GHZ CMOS TRANSCEIVER WITH BUILT-IN SELF-TEST AND HEALING**

PROF. BHASKAR BANERJEE, THE UNIVERSITY OF TEXAS AT DALLAS, BHASKAR.BANERJEE@UTDALLAS.EDU

---

**SIGNIFICANCE AND OBJECTIVES**

This work focuses on developing Built-in Self-Test (BIST) techniques for millimeter-wave (mmW) CMOS integrated transceivers for 77 GHz automotive radar applications. Testing is one of the key factors raising the cost of manufacturing mmW ICs. This research focuses on understanding the architectural trade-offs and testing algorithms, and developing circuits that can enable loopback based BIST techniques for mmW transceivers in standard CMOS technologies.

---

**TECHNICAL APPROACH**

In order to perform BIST on a mmW CMOS transceiver, we need to enable a ‘loopback’ path between the transmitter and the receiver (if they are integrated on the same IC). Fig. 1 below represents the concept.

*Figure 1: Schematic of the 77 GHz transceiver with ‘loopback’ bath between the receiver and the transmitter to enable BIST.*

The key challenges to this approach are: a) the isolation in the switch (between ON and OFF states) needs to be very high to be able to discern between actual loopback signal and the leakage signal through the silicon substrate; b) develop an algorithm to be able to systematically test the whole chain for correct functionality.

---

**SUMMARY OF RESULTS**

We have designed and fabricated a high isolation single-pole-single-throw (SPST) CMOS switch in a 45 nm technology. The schematic concept and the layout is shown in Fig. 2.

*Figure 2: Schematic of the SPST switch and its layout.*

The simulation results show that the switch has a loss of about 3 dB at 77 GHz while having an isolation of approximately 17 dB when in the OFF state. The simulation results are shown in Fig. 3 below.

*Figure 3: Simulation results of $S_{21}$ for the switch in ON and OFF states. The switch provides an isolation > 20 dB between the ON and OFF states.*

In the third year, the project will focus on extending the designs to smaller and better switches and also to develop a systematic testing plan to complete the BIST scheme.

**Keywords:** BIST, millimeter-wave, CMOS.
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SIGNIFICANCE AND OBJECTIVES
This work focuses on developing CMOS integrated receiver for spectrometer covering 180GHz-300GHz frequency band. Wireless spectroscopy can be used to identify different chemicals in a gas sample, which respond uniquely to electromagnetic waves, undergoing rotational and vibrational transitions at different frequencies. Wireless detection of some chemicals can find widespread use in safety and security as well as health care applications.

TECHNICAL APPROACH
As shown below in Fig.1, the ‘sample-under-test’ is excited with signals at a series of electromagnetic frequencies, and the transmitted waveform is down-converted and analyzed to determine the chemical contents in a sample. To cover the entire spectrometer band of 180-300 GHz we proposed that the receiver will be split-up into six sub-bands, covering 20GHz bands each so in all we have six receivers. In order to optimize the overall system performance, multiple architectures are analyzed and explored. Preliminary system level results indicate that the system Noise Figure achieved is < 18dB for an input RF power of -50dBm for direct down conversion receiver.

The key building block for the receiver is the front-end mixer. With current CMOS technology it is not possible to design active mixers using transistors at these frequencies. However, the high cut-off frequencies of Schottky Barrier Diodes (SBDs) in standard CMOS technology, allows us to design anti-parallel-diode-pair (APDP) based subharmonic passive mixers covering the 180-300 GHz bands. An anti-parallel diode pair (APDP) based mixer has been designed in a UMC 130nm CMOS process. The simulation results indicate a conversion loss of about -16dB for a 200GHz RF signal down-converted to an IF of between 10-20 MHz.

SUMMARY OF RESULTS
A 180-200 GHz APDP diode pair has been designed and fabricated in a UMC 130 nm CMOS technology (Fig. 1).

Figure 1: (a) Schematic of the APDP mixer. (b) Die-Photograph of the mixer.

Fig. 3 shows the measured output spectrum of the mixer where an RF frequency of 192 GHz is downconverted to an IF of 15 MHz using an LO of 95.9925 GHz.

Figure 2: Measured spectrum of the intermediate frequency (IF) after downconversion.

In the third year, the project will focus on building the direct conversion receiver for the 180-300 GHz band.

Keywords: THz CMOS, spectroscopy, APDP Mixer.
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SIGNIFICANCE AND OBJECTIVES
As part of the effort to help open up high millimeter and sub-millimeter wave frequency range for moderate volume and cost applications, this task is studying the feasibility of realizing a transmitter in CMOS for a rotational spectrometer that detects harmful molecules and analyzes breath.

TECHNICAL APPROACH
This task will study the feasibility of realizing a transmitter for a rotational spectrometer in CMOS. The transmitted power should be ~10-100 µW. The main challenge is increasing the output frequency range, power, and frequency for phase locked signals. To realize a fast scan rate with a 10-kHz step, use of a fractional-N synthesizer will be investigated. The oscillator will operate at lower frequency than the output. The output signal is generated using a combination of an N-push technique and non-linear effects. This task will help generate the LO signal for the receiver.

SUMMARY OF RESULTS
To examine the feasibility of phase locking 300-GHz signal, a 195-GHz frequency divide four circuit driven by a 195-GHz oscillator with a 390-GHz push-push output similar to that shown in Figure 1 is fabricated in TI 45-nm CMOS. The divider successfully locked to 192.2-195.5 GHz indicating that it is possible to phase lock 390 GHz signal in CMOS. The measured radiated output power was also increased to 0.3 µW at 385GHz.

The output power and locking range of 390-GHz oscillator is still too low for the spectrometer. To sufficiently increase these, most likely the oscillator should operate at even lower frequency. As mentioned, the output signal is generated using a combination of an N-push technique and non-linear effects. For instance, Figure 2 shows a 4-push oscillator that is used to generate 556GHz signal. The performance trade-off for operating the oscillator at 2, 4, and 8 times below the output frequency has been evaluated. It appears that operation at 8 times below the output frequency should allow generation of sufficient output power and tuning range for a single transmitter to cover the 180-300 GHz output range. Test structures for this circuit are being designed. Incidentally, the measured radiated output power of 4-push oscillator in Figure 2 is ~ 220 nW. This has ~4X and ~1.5X higher output power and operating frequency than that in Figure 1.

Figure 2: Architecture for signal generator. A 4-push oscillator for 556 GHz signal generation.

Approaches to achieve a fast scan rate (~1GHz/sec) with a step size of 10 kHz in a fractional-N synthesizer are also being researched. A test PLL will be taped out this fall.

Keywords: rotational spectrometer, transmitter, CMOS, millimeter-wave.
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SIGNIFICANCE AND OBJECTIVES
Feasibility study to develop techniques for designing and integrating high performance passive and RF matching components in the millimeter and sub-millimeter wave band. Techniques to improve radiation characteristics for antennas integrated into a CMOS processing strategy. This work is significant to developing cost-effective packaging for millimeter wave CMOS systems.

TECHNICAL APPROACH
The technical approach is to improve performance of planar antennas by using novel broadband geometries as compared to microstrip patches. The antennas will be integrated with CMOS ICs using a post-CMOS fabrication process utilizing photo-definable dielectric layers and gold metallization. Broadband antenna design and matching will be incorporated to minimize mismatch between the IC and antenna. Multiple transmission lines will be studied for optimizing CMOS integration. Simulation tools include FEKO for antenna design and Ansoft HFSS for interconnect and integration design. These results will lead to affordable mm-wave CMOS electronics for automotive radar and spectrometers for harmful molecule detection.

SUMMARY OF RESULTS
Figure 1 shows the top view of the 160 GHz broadband aperture antenna simulated in three environments. The antenna area is 2.7mm x 1.38 mm. In all cases, the antenna sits on benzocyclobutene (BCB) polymer dielectric (er = 2.65). The “ideal” case represents the antenna metal on BCB (120 micron thick) in free space. The “on silicon” case represents the antenna metal on BCB (120 micron thick) and a CMOS substrate (500 micron thick). The “w/ EBG” case represents the antenna metal on BCB (110 micron thick) an electromagnetic bandgap (EBG) layer (220 micron thick) and a CMOS substrate (500 micron thick). With the EBG, the antenna area increases to 3.23 mm x 2.04 mm. By including the EBG patch and via, the broadband nature of the antenna is preserved (53% ideal to 29% w/EBG) and the antenna radiation pattern is improved (8dB ideal to 11 dB w/EBG) as shown in Fig. 2. The feed line for the antenna is coplanar waveguide (CPW) and attenuation results for three geometries are shown in Table 1 at 100 GHz.

Table 1: Attenuation of CPW lines at 100 GHz

<table>
<thead>
<tr>
<th>CPW</th>
<th>w(µm)</th>
<th>g(µm)</th>
<th>w+2g(µm)</th>
<th>(dB/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>52</td>
<td>10</td>
<td>72</td>
<td>1.76</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>10</td>
<td>40</td>
<td>1.24</td>
</tr>
<tr>
<td>3</td>
<td>12.5</td>
<td>10</td>
<td>32.5</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Keywords: aperture antennas, broadband, benzocyclobutene, coplanar waveguide, integration
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SIGNIFICANCE AND OBJECTIVES
The objective of this work is to develop a new approach for achieving low-power, compact, medium-to-high resolution (≥ 6 ENOB) analog-to-digital conversion for multi-gigahertz wideband signal.

TECHNICAL APPROACH
As designing both high resolution and high sampling frequency data converter is difficult, the wideband signal can be decomposed into narrower frequency subbands then digitized using narrowband ADCs that operate at a fraction of the signal Nyquist rate. The proposed architecture should enable more efficient medium-to-high resolution (≥ 6 ENOB) data conversion of a multi-gigahertz wideband signal.

SUMMARY OF RESULTS
To digitize a multi-gigahertz bandwidth signal, a commonly used approach is to time-interleave multiple ADCs, each operating at a fraction of the desired sampling frequency. Such time-interleaved ADC (TIA) suffers from numerous implementation challenges, mostly resulting from the large input bandwidth that each ADC must support. A fundamental problem of the time-interleaved architecture is the mismatches among the demultiplexing channels. These mismatches are especially pronounced when operating at high data rates, as small transistors with corresponding small input capacitance are employed to meet the bandwidth requirements. The resulting offset problems often increase the design complexity by requiring additional compensation circuitries. Another important drawback is the high sensitivity to sampling jitter caused by aliasing of the wideband input signal and the need to generate accurate multi-phase clocks.

Instead of channelizing by time-interleaving ADCs, we are currently designing an ADC that decomposes the received signal into multiple frequency subbands before sampling. As designing bandpass filters centered at high frequencies to generate the multiple frequency subbands is difficult, especially in integrated circuits, the wideband signal can be decomposed using a bank of mixers and lowpass filters. To reduce area, the lowpass filters are implemented as integrate-and-dump filters. This architecture mitigates many of the TIA implementation challenges. In addition, it can be shown that significant reduction in power consumption can be achieved.

The chip we are designing is shown in the figure below. The input signal is decomposed into three subbands. Each subband output is 4-way time-interleaved. Since there are one real subband and two complex subbands, we can view this architecture, which consists of 5-banks of 4-way time-interleaved sub-ADCs, as effectively achieving 20-way time-interleaving. The chip will be submitted for fabrication soon.

Keywords: ADC, digital compensation, frequency channelization
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SIGNIFICANCE AND OBJECTIVES
Feasibility study to develop new techniques for the integration of broadband, high performance antennas with state-of-the-art millimeter wave CMOS circuits. Support the development of low cost automotive radar and spectrometer applications. This work is significant to achieving packaged performance metrics while being affordable.

TECHNICAL APPROACH
The technical approach is to optimize performance of foundry CMOS silicon circuits with broadband antennas integrated onto a low-cost package substrate. Flip-chip assembly and high performance transmission line feeds will be used to attach the IC to the substrate and provide the smallest footprint. Simulation is used to predict loss tangent influence and fabrication is used to confirm the results.

SUMMARY OF RESULTS
50-Ohm coplanar waveguide (CPW) and microstrip transmission lines have been simulated and fabricated on Rogers RT/duroid ($\varepsilon_r = 2.2, \tan \delta = 0.0009$) and Isola Global’s FR408 ($\varepsilon_r = 3.65, \tan \delta = 0.013$). Fig. 1 shows the top view of the lines fabricated on duroid along with a transition from CPW to microstrip for ground-signal-ground measurements. One microstrip transition uses a small via to connect the top and bottom ground metals while a second transition uses electromagnetic techniques to couple energy from the top ground to the bottom. Figure 2 shows the measured versus simulated (Ansoft HFSS) S-parameter performance of a 1 mm coplanar line. Fabrication of the lines for millimeter wave applications require narrow gaps that are less than 25 microns. The standard foundry process requires gaps that are 30 microns wide. Novel etching techniques are being employed to account for etching thick layers of copper while trying to achieve the dimensions shown in Table 2. Transmission lines and transitions fabricated on laminate substrates at UT Dallas and by a vendor will be compared up to 110 GHz.

![Figure 1: Photograph of fabricated CPW and microstrip lines.](image1)

![Figure 2: Measured vs. simulated 1 mm CPW line.](image2)

<table>
<thead>
<tr>
<th>Technology</th>
<th>w (m)</th>
<th>g (m)</th>
<th>Attenuation (dB/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT/duroid</td>
<td>90</td>
<td>15</td>
<td>0.07</td>
</tr>
<tr>
<td>GaAs</td>
<td>120</td>
<td>40</td>
<td>0.09</td>
</tr>
<tr>
<td>CMOS</td>
<td>9.5</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>CMOS w/o p’well</td>
<td>60</td>
<td>8</td>
<td>0.96</td>
</tr>
<tr>
<td>FR408</td>
<td>135</td>
<td>40</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Keywords: antenna in package, coplanar waveguide, FR4, millimeter wave CMOS
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TASK 1836.048, MILLIMETER AND SUBMILLIMETER GAS SENSORS: SYSTEM ARCHITECTURES FOR CMOS DEVICES
FRANK C. DE LUCIA, OHIO STATE UNIVERSITY, FCD@MPS.OHIO-STATE.EDU

SIGNIFICANCE AND OBJECTIVES
The objective of this project is to develop an approach to a compact and inexpensive gas sensor based on millimeter and submillimeter (mm/submm) spectroscopy and implemented in CMOS technology. The dramatic cost, size, and power savings of CMOS will make this attractive sensor competitive in the mass market.

TECHNICAL APPROACH
We have demonstrated that powerful and unique sensors in the mm/submm spectral region are now practical. This task (coordinated with other tasks that will provide the necessary CMOS antennas, receivers, and transmitters) seeks to develop and demonstrate architectures appropriate for the mass market. This will be accomplished by an iterative interaction between our sensor design background, the development of an intermediate approach based on mass-market technology, and the CMOS design teams. New applications will be developed and demonstrated.

SUMMARY OF RESULTS
This project is designed to interface closely with three CMOS development projects. These projects are to develop a probe source for the gas sensor, a sensitive heterodyne receiver, and antennas to transmit the microwave power from the source, through the gas interaction region, and onto the detector.

Last year, with our CMOS collaborators, we arrived at a design for each of the three elements and these CMOS development activities are underway. We have now provided an end-to-end analysis of the dynamic range and sensitivity of this design as well as a comparison with our baseline systems. We have also carried out a detailed analysis of the impact of the clutter due to atmospheric gases on submillimeter gas sensors [1].

In parallel with this effort we are developing systems based on the best available mass-market technology. Figure 1 shows spectroscopic results from a system based entirely on a commercially available chip set from Hittite.

We have also considered and evaluated as a gas sensor an integrated Rx/Tx system from IBM. We are in the process of signing a joint research agreement that will provide one of these units to OSU, along with technical support from IBM. We continue our work with TI as they develop an in-house mm/submm system. We are working with them as they adapt an existing synthesizer for use in their system as well as for our use and evaluation.

Interactions with Applied Materials and UT-D have lead, respectively, to considerations of two applications: Diagnostics and process control of semiconductor plasma reactors and applications in medical breath analysis. For the former we are in advanced discussions about how to move forward to a demonstration and for the latter we will provide spectroscopic laboratory support.

Keywords: compact submillimeter spectroscopic gas sensor
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SIGNIFICANCE AND OBJECTIVES
The completed tasks include a complete integration of a seven-channel receiver system that operates at 2.4 GHz, designing, building and testing 2.4 GHz antenna array for the receiver system, an experimental investigating on the beamforming algorithms using an experimental phased-array system, designing antenna array in the millimeter wave range, and building a simulator for millimeter wave imaging algorithms.

TECHNICAL APPROACH
There are many challenges and opportunities for integration of antenna arrays into silicon substrate for millimeter imaging systems. We have analyzed an architecture with digitally controlled RF phase shifters to achieve a high beamforming gain for millimeter wave imaging systems. We incorporate antennas designed for silicon on chip and verify the design via antenna simulators and pain to conduct actual measurements using UTD’s antenna measurement chamber. Finally, we will incorporate beamforming array into silicon on chip mm-Wave radio with the aid of our industrial and TXACE collaborators.

SUMMARY OF RESULTS
One of the main goals of this project is to implement a mm-Wave imager using CMOS technology. To achieve this goal, as a first step, we have been working on a simulator that implements a 2D image reconstruction algorithm. Our algorithm assumes that the object being scanned is in the near field. Our algorithm utilizes the use of Fourier transforms. The main idea is that there are two apertures. The first one is the scanned aperture where the transceiver is located and the target aperture where the target is located. The transceiver has a wide beam width antenna. The scanned aperture is divided into points in the x-y direction. The transceiver moves at each point, transmits a wide beam width signal that hits the target and gets received by the receiver. The received signal shown in the equation below contains information about the target. This information include the amplitude which is determined by the strength of the reflected signal and the accompanied delay (phase) from each point on the target aperture.

\[ s(x', y') = \int \int f(x, y) e^{-j2k\sqrt{(x-x')^2+(y-y')^2+zo}} \]

where \( f(x, y) \) is the reflectivity function of the image. The image is approximately estimated based on the narrow band reconstruction algorithm as follows:

\[ f(x, y) = FT_{2D}^{-1}\left[ FT_{2D}(s(x', y')) \sqrt{4k^2 - k_x^2 - k_y^2} e^{-j\sqrt{4k^2 - k_x^2 - k_y^2} z_0} \right] \]

This reconstruction algorithm can be readily implemented using FFT’s for efficient processing. We present simulation results using the above algorithm for the reconstruction of a point scatterer. Assuming a point scatterer gives the Point Spread Function (PSF) of this imaging system. The first set of results will provide a narrow band system at 60 GHz, with a square 128x128 element array of Transmitter/Receiver elements with \( \frac{\lambda}{4} = 1.25 \text{mm} \) element spacing. The point target is placed at a distance of 80mm from the array. In Figure 1, we illustrate the PSF using the reconstruction algorithm given in (2) from linear sequentially switched array.

![Figure 1: Point spread function for source at x=0mm, y=0mm, and z=80mm.](image)

We have developed a 2.4 GHz antenna array for verification of the mathematical imaging models [1].

Keywords: Millimeter waves, imaging, beamforming, silicon antennas, antenna array
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As the electronic industry continues to make progress, higher operating frequencies are desired to meet larger bandwidth communication, higher imaging resolution, and facilitate antenna integration with on-chip transceivers. The objective of this proposal is to develop an optimum design procedure for efficient wide band transmitters in the WR5 (140-220GHz) range, and benchmark the resulting transmitter architectures against existing discrete sub THz systems.

To increase the output power of CMOS sub THz sources, active combining using power amplifier stages will be incorporated in harmonic based N-push oscillators. This technique will be compared against the amplification at lower frequency and using frequency multipliers. Spatial combining and traditional on-chip combiners such as Wilkinson and transformer combiners will also be considered. In the mm-wave and sub-THz regions, the quality factor of the varactors in any oscillator dominates the tank losses. Achieving wide tuning range would require other techniques for frequency tuning. This will be done using magnetic tuning or tuning based on changing the properties of the active devices in the oscillator core.

Signal generation is a challenge at sub THz frequencies due to the limitation of fmax of the CMOS process and the low quality factor of passive components due to substrate losses. Our approach is based on using a triple push oscillator with active combining network where three coupled fundamental oscillators generate identical signals which are 2π/3 apart in phase as shown in Fig. 1. Advantages of N-push oscillators include better tuning range and lower phase noise. The core oscillator is designed at 73GHz using Colpitts topology. A buffer stage is used as a nonlinear class amplifier to boost the third harmonic at 219 GHz. The core inductors in the oscillator were designed using a nested configuration for area savings, while the buffer inductance uses a shielded coplanar waveguides which act as a combining network to boost the third harmonic and suppress the lower harmonics. The use of shielded coplanar waveguides is particularly noteworthy owing to its ability to shorten the length of the transmission line and lower the effect of substrate loss. Table 1 summarizes the results of the oscillator to date. Future work includes the integration of additional amplification stages and on-chip and or spatial power combining.

<table>
<thead>
<tr>
<th>Type</th>
<th>Technology</th>
<th>Frequency (GHz)</th>
<th>Power (dBm)</th>
<th>Tuning Range (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILFD</td>
<td>65nm CMOS</td>
<td>116</td>
<td>-15</td>
<td>116.1-116.4</td>
</tr>
<tr>
<td>Fund.</td>
<td>InP</td>
<td>267.4</td>
<td>-2.1</td>
<td>NA</td>
</tr>
<tr>
<td>Push-push</td>
<td>90nm CMOS</td>
<td>131</td>
<td>-15.2</td>
<td>129.8-132</td>
</tr>
<tr>
<td>Push-push</td>
<td>0.13um CMOS</td>
<td>192</td>
<td>-20</td>
<td>191.4-192.7</td>
</tr>
<tr>
<td>Push-push</td>
<td>45nm CMOS</td>
<td>410</td>
<td>-47</td>
<td>409-413</td>
</tr>
<tr>
<td>Triple-push</td>
<td>0.13um CMOS</td>
<td>256</td>
<td>-17</td>
<td>Fixed freq.</td>
</tr>
<tr>
<td>Triple-push</td>
<td>90nm CMOS</td>
<td>210</td>
<td>-3.2</td>
<td>210-231</td>
</tr>
</tbody>
</table>

Keywords: N-push operation, on-chip power combiners, CMOS THz generation, VCOs, power amplifiers.

Texas Instruments.

**Significance and Objectives**
Variations in fabrication process and operating conditions affect the reliability and performance of modern digital circuits. True Random Number Generators (TRNGs) and Physical Unclonable Functions (PUFs) are important cryptographic primitives sensing variability as randomness and secret. This project explores the modeling, analysis and variability aware design of TRNGs and PUFs.

**Technical Approach**
The project explores the effect of variation in fabrication process and operating conditions on metastability based TRNG and delay based arbiter PUF circuits. The variations in transistor parameters and on-chip thermal noise (the source of randomness) are modeled in SPICE using 45nm NCSU models to have random Gaussian distribution. Monte-Carlo simulations are run for 10K-100K cycles. Bit entropy is used as the basic measure of randomness of the bits simulated. The arbiter PUF circuits are simulated and taped out in 45nm CMOS with special design to near threshold operations. Simulation methodologies and post-silicon validation platform have been proposed to evaluate PUF uniqueness, reliability and security.

**Summary of Results**
TRNG: An ideal metastability based TRNG is expected to generate bits with a bit entropy very close to 1. But, with increasing across chip variation and device mismatch, the output is observed to be more deterministic. The bit entropy of the output falls down to 0.6 with 4% mismatch in the effective lengths of the pull-down transistors. The XOR function and von Neumann corrector extracts entropy close to 1 without significant drop in bit-rate for upto 3% device mismatch. We explore a hybrid self-calibration technique using coarse grain circuit calibration followed by continuous algorithmic correction using either the XOR function or the von Neumann correction to provide a fine grained entropy extraction. Results indicate that the hybrid calibration technique provides upto 4X improvement in both the bit entropy and bit-rate for intra-die transistor length variations as much as 10%. The control logic for the state machine of the self-calibration occupies a negligible 128um² of area and contributes to 0.82fJ per TRNG bit.

At 1Gbps, the overall energy consumption of the TRNG is 0.5 pJ/bit. Future directions for this project will be to explore efficient methodology for analysis, stochastic models for the TRNG circuit and variability aware design.

PUF: An arbiter-based PUF can sense the total delay mismatch of two long gate chains and provide a uniqueness identification of each PUF chip with challenge-response pairs (CRPs). We proposed a statistical analysis approach to verify the functionality, uniqueness, reliability and security of 45nm arbiter PUFs. Simulation shows that using advanced technologies and reducing supply voltage can significantly improve PUF uniqueness with negligible reliability and security compromises. Results from test chips further demonstrated that our 45nm PUF implementation has improved the uniqueness by 27% over an earlier 180nm implementation.

**IndustrY Interactions**
Intel, IBM

**Major Papers/Patents**


SIGNIFICANCE AND OBJECTIVES
The successful development of practical, room-temperature THz systems, composed of tunable sources and detectors, in low cost CMOS technology will increase the applications of the THz regime from large and costly scientific instruments to future markets in security, nondestructive industrial quality control, and medical-diagnosis. This project investigates design methodologies for high sensitivity, low noise CMOS THz detector arrays.

TECHNICAL APPROACH
Dyakonov and Shur have developed the theoretical framework on plasma-wave-induced phenomena in the channels of FETs. The nanometer size FET is an ideal fit as a THz sensitive element for a single transistor detector or an element of array. The detected THz signal of each individual plasma wave nano-FET is a function of the gate bias and width, THz beam orientation, spectral profile and polarization. In this project, a THz imaging receiver will be implemented in 65nm CMOS technology. For the single FET THz detector, the effects of technology scaling on device behavior will be investigated, including the effect of parasitics. While biasing in deep saturation region has been shown to increase FET responsivity by a least 2X, this comes at the expense of increased noise. Optimum biasing/physical design and circuit techniques for noise reduction will be exploited. On-chip antennas will be employed to improve signal coupling to the THz detector. The improvement for on-chip integrated antennas such as dipole, and patch antennas will be quantified. Further improvement in the THz detector when introducing delays between the signal coupled to the gate and drain will be experimentally verified.

SUMMARY OF RESULTS
A number of FET array structures with and without antennas have been fabricated. Several designs and dimensions have been considered. A 2-D device array of FETs connected in parallel that is 1.5 mm x 1.5 mm to capture the entire beam of THz at 200 GHz. Connecting metal layers were designed using EM simulations to ensure optimum coupling efficiency. Furthermore, simple two-device arrays of varying widths were fabricated, both in series and in parallel. These structures will be used to characterize large array structures, with the small ones serving as the most basic building unit. Finally, one-device structures of varying widths were fabricated in order to characterize device input impedance at the gate.

Keywords: plasma-wave detectors, CMOS FET THz detection, THz imaging systems
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SIGNIFICANCE AND OBJECTIVES

Although CMOS-based 60GHz transceivers have entered commercial production, the cost and power consumption of these designs must be reduced substantially to enable broad adoption. This project will therefore explore techniques to both drastically improve 60GHz transceiver energy-efficiency and to eliminate the need for expensive mm-wave packaging and external testing.

TECHNICAL APPROACH

The cost of mm-wave transceivers is often dominated by packaging and testing considerations. A key thrust of this project is therefore to explore efficient and compact on-chip mm-wave antenna arrays in order to enable the use of inexpensive packaging as well as built-in self-testing of the entire signaling path. Furthermore, aggressive power reduction is being pursued through optimized design of both the mm-wave and baseband CMOS circuits. Specifically, high-impedance and low-overhead circuitry phase-array elements are critical to reducing the power of the mm-wave circuitry, and a mixed-signal processing approach appears promising in achieving drastic reductions in baseband power.

SUMMARY OF RESULTS

Current 60GHz CMOS transceiver designs utilize 16-32 element phase-arrays on both the transmitter and the receiver, with power consumption and package and/or chip area growing quickly as the mm-wave components within each element are replicated. Given these costs, and particularly for relatively short-distance links, the number of antenna elements must be carefully optimized. Initial studies have therefore focused on creating a framework including link budget considerations as well as circuit-level details under which this optimization can be performed. Preliminary results from the framework indicate that asymmetric architectures with a larger number of transmitter antenna elements may be advantageous. Improving transmitter efficiency at low per-element output power is critical to realizing this potential, and hence designs to realize this goal are currently being explored.

The other main initial thrust of this project has been on exploring the antenna efficiency, directivity, area, and system/package implications/tradeoffs of on-chip antennas. Slot-loop and leaky wave on-chip antennas both appear capable of achieving efficiencies greater than 20-30% at mm-wave frequencies. Slotted designs appear promising in terms of compactness, while the leaky wave structure can eliminate the need for explicit TR switches.

In upcoming years this project will continue to focus on the initial studies outlined above as well as self-testing techniques and baseband design. Experimental demonstrations of on-chip antennas and low-power transmitter elements in a 65nm CMOS technology are planned for the second year. Furthermore, these core concepts will be developed and explored at higher carrier frequencies (>100GHz) where antenna integration may be even more compelling.

Keywords: mm-wave, antennas, low-power, mixed-signal
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SIGNIFICANCE AND OBJECTIVES
This program will develop orthogonal code-based built-in-test techniques for millimeter-wave arrays which will allow for simultaneous testing of all elements in the array at either circuit or package level, reducing the time and cost of test. Power-efficient 60-GHz transmitter structures with BIST will be demonstrated.

TECHNICAL APPROACH
A low-power 60-GHz phased-array transmitter prototype with built-in-self-test will be developed in 0.12-μm SiGe BiCMOS technology and then scalable test techniques will be developed for this demonstration platform. These test techniques will exploit code-division multiple-access techniques to allow for simultaneous or parallel testing of all array elements. CDMA-based test techniques will be compared to both external test and traditional BIST techniques. A single transmit chain will be developed followed by a four-element 60-GHz phased-array prototype.

SUMMARY OF RESULTS
This project kicked off in March 2011. In the first five months, baseline 60-GHz transmitter circuits have been designed, including a 60-GHz power amplifier (PA) and a 60-GHz passive phase shifter, both in 0.12-μm SiGe BiCMOS technology. One critical objective for the project is to explore novel power-efficient circuit and system topologies. As a first step towards this goal, the baseline 60-GHz circuits have been developed for lowest possible power consumption. The PA targets state-of-the-art power-added efficiency performance (i.e., >20%), whereas the phase shifter targets a novel topology to allow for all-passive 360° phase-shift coverage. These circuits will be taped out in August 2011 using IBM SiGe-8HP technology through MOSIS.

In the upcoming year, the phase-shifter and PA design will be integrated together to form a single-element 60-GHz transmit chain. On-chip sensors for power and temperature will be embedded at multiple places through the transmitter chain to allow for measurement of output power, gain, and phase shift. Additionally, variable amplifier and/or variable phase-shifters within this front-end will be designed to allow for direct modulation with simple orthogonal codes which in turn will allow for the parallel testing of multiple array elements.

Figure 1: Block diagram of proposed 60-GHz phased-array prototype with built-in-test capabilities.

This single transmitter chain will be taped out in late 2011/early 2012 in IBM SiGe BiCMOS 8HP technology. After fabrication, both the individual PA and phase shifter circuits as well as the single-element transmitter chain will be measured and the results will be correlated to simulations. Finally, in the coming year, system-level simulations will be started to evaluate CDMA-based built-in-test techniques for parallel testing of elements in the array.

Keywords: millimeter-wave, phased-arrays, built-in test, 60-GHz, CDMA
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The University of Texas at Dallas (UTD) has prepared a ~7500 ft² area on the 3rd floor of Engineering and Computer Science North building to form an enhanced centralized group of laboratories dedicated to analog engineering research and research training.

Figure is a 3D sketch of the facility. The facility includes RF and THz, Integrated System Design, Embedded Signal Processing, and Analog & Mixed Signal laboratories as well as CAD/Design laboratory structured to promote collaborative research. Figure I.2 presents the facility floor plan showing the dimensions of each laboratory.

Figure I.1: TxACE Analog Research Facility sketch
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