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ABSTRACT
With the development of new in-vehicle technology, drivers are exposed to more sources of distraction, which can lead to an unintentional accident. As a result, there is a need for developing sensors that can be used to monitor the drivers’ attention. This seminar describes our efforts to understand, quantify and predict driver distractions using multimodal features. We explore a joint representation of visual and cognitive distractions that provides insights to better understand the deviation in driving behaviors induced by secondary tasks. This novel cognitive and visual representation and the automatic classification of driving behaviors into the proposed distraction modes offer an alternative paradigm to evaluate the detrimental effects caused by different secondary tasks. We also explore systems to monitor the visual attention of a driver, which is a useful feature for smart vehicles to understand the driver’s intents and behaviors. Given the challenges in detecting gaze in vehicle environments, studies have approximated the gaze direction of a driver using his/her head orientation. However, the gaze angle of the driver is not deterministically related to his/her head pose due to the interplay between head and eye movements, which changes depending on the driver, cognitive load, and visual task. Understanding and modeling this relation can facilitate important progress in advanced driver-assistance systems (ADAS). This presentation will discuss our effort to estimate the visual attention of the driver using machine-learning frameworks. Instead of detecting a precise gaze direction, our efforts have focused on a novel approach, which creates a probabilistic map describing visual attention. The proposed approaches rely on Gaussian process regression (GPR) and convolutional neural networks (CNNs) with upsampling to map the six degrees of freedom of the orientation and position of the head into gaze angles. Our novel formulations establish a probabilistic relationship between gaze and eye movement, providing valuable information for navigation, infotainment, safety and communication systems.